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ESTIMATION OF THE COMMON MEAN OF A 
BIVARIATE NORMAL DISTRIBUTION 

K. KRISHNAMOORTHY and VIJAY K. ROHATGI 

Bowling Green State University, Bowling Green, Ohio 43403-0221, USA 

The problem of unbiased estimation of the common mean in sampling from a bivariate normal 
distribution is considered. Performance of several estimators is compared. 

KEY WORDS: Bivariate normal distribution, unbiased estimation, maximum likelihood estimator, 
testimator. 

1. INTRODUCTION 

The problem of estimation of the common mean of two or more normal 
populations has attracted, and continues to attract, a great deal of attention. We 
refer to Graybill and Deal (1959), Mehta and Gurland (1969), and Zacks (1966) 
for some early papers, and to Kubokawa (1987a, b, c) for some recent work. See 
also Lehmann (1983, pp. 88-89) for further references and comments. In this paper 
we consider the more general problem of estimation of the common mean of a 
bivariate normal population. 

Let (XI, Y,), (X,, Y,), . . . , (X,, Y,) be a random sample of size n from a bivariate 
normal population with unknown parameters 

bX=&Y=p,  var(X)=a:, var(Y)=o$, and cov(X, Y) = a l 2  =palo,. 

The problem of estimation of p has received little attention. In the general case of 
sampling from a p-variate ( p z 2 )  normal population with common mean p. 
Halperin (1961) obtained maximum likelihood estimators (MLE) of p and the 
variance-covariance matrix. He showed that the MLE of p is almost linearly 
optimum combination of the sample means. In the bivariate case Rastogi and 
Rohatgi (1974) made efficiency comparisons between the MLE (ji,) derived by 
Halperin and the conventional estimator (ji,), namely, the average of the two 
sample means. They found that ji2 generally performs better than ji, for moderate 
sample sizes and values of k = &lo: not too close to one. (For k =  1, ji, is the best 
linear combination of the sample means.) 

In this paper we consider two additional unbiased estimators ji3, ji4 of ,u and 
compare their performance to that of ji,. Our numerical computations of their 
variances indicate that the estimator ji3 proposed in Section 2 has the least 
variance for a certain range of values of k and p whereas ji2 performs best for the 
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rest of the parameter space excepting values of k near one. In Section 2 we 
introduce the estimators and compute their variances and in Section 3, we present 
numerical computations and our recommendations. 

2. RESULTS 

Let (XI ,  Y,), (X,, Y,), . . . , (Xn, Y,) be a random sample from a bivariate normal 
population (X, Y) with unknown parameters 

Let us wriZ 

For convenience we use the notation of Rastogi and Rohatgi (1974) and set 

Clearly ,ill is unbiased for p with variance 

The estimator F, was shown to be the MLE of p by Halperin (1961) with variance 

provided that n>3. It is also known to be unbiased for p. 
We note that 

var(ji,) < var(X) if and only if n > 3 + [k(l - p2)/(l - p&)2]. (2.7) 

where k =a:/a:, and a similar statement holds for Y 
Following Rastogi and Rohatgi (1974) we let U = X  - Y and V= X + Y Then 

( U ,  V) has a bivariate normal distribution with 

d U  = 0, 8 V = 2p, var(U) =a; = o: + a: -201,, 
. (2.8) 

var(V) = a: = a: + o: + 2a12 and cov(U, V) = a,, = a: - a: 
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Writing 0 ,  P for the sample means, S:, S t  for the corresponding sample variances, 
and S,, for the sample covariance we see that 

Let = o,,/ai, v = o,/ov ,, where a: I, = &{I - a2,,/(a:o:)). Then W = Suv/S$ 
was shown (Rastogi and Rohatgi, 1974) to have the density function 

- -- - - - - -- - - - - - - p--pppp - - - -- 

Let us write S*,, = (n - 1)S,,, St, = (n- 1)s: and St, = (n - 1)s;. Then W = 
S,,/S;= S*,V/S*,,. We note that &W=P so that S*,,/S*,, is an unbiased estimator 
of auV/o2,. Since &U = 0 it is more reasonable to estimate o,,/o: by S * , , / ~ ~ = ,  U f  
and p by 

It is easy to see that &ji3=p. In order to compute the variance we use the 
following well-known facts. 

i) The conditional distribution of S*,, given S*,, is normal with mean PSt, 
and variance a: ,St:. 

ii) If X and Y are independent rvs with X,2 and X; distributions respectively 
then X/(X + Y) has a beta distribution with parameters a12 and b/2. 

iii) If X has a distribution then for any real function $ for which I[X$(X)] 
exists, 

where X* has a distribution. 
Using (i)-(iii) we show that 

Indeed 

02s;: 
var(ji,) =l {a; + n& [- ] - 4 n ~  [ 

4n (St, + n0')' St, + n u Z  
~ ( ~ 1 2  - PI]} (2.13) 

We first evaluate the second term on the right-hand side of (2.13). Since 
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n02/a:= h: has a X: distribution independently of S*,, and S*,, we have in view of 
(iii), and (i) 

where h, is a X: rv and hz = S&/o; is a X$ rv. Finally using (ii) we get 

In order to evaluate the third term on the right side of (2.13) we note that ii given 
ii has a normal (2p + /?I& a; ,) distribution. Hence 

Using an argument similar to the one used above in deriving (2.14) we see that 

= aUV& (A) = O U v  (2) 
in view of (ii) so that 

Substituting the expressions in (2.14) and (2.15) in (2.13) and simplifying we get 
(2.12). 

In order to compare var(fiz) and var(fi,) we rewrite (2.6) in terms of moments of 
U and V as 
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Simple algebraic manipulations show that 

var(ji,) < var(ji2) if and only if 

< (2n - l)(n + 4)/(7n2 - 8n - 4) 

or, in terms of p and k = ai/af 

var(ji,) < var(ji,) if and only if 

Yet another unbiased estimator of p can be based on the fact that if a ,  =a2 then 
the best unbiased estimator of p is @,. One can therefore construct an unbiased 
testimator using a test of H,:O? = a;. Under H,, auv=O so that P = O  and W has 
p.d.f. 

Let c,,,=c be the unique solution of ci/2=f," f,(w)dw, and let A={I WISC), 
A = {I W I  > c). Consider the estimator 

where I(B) is the indicator function of event B. Clearly bp,=p and 

var {P41 W) = I(A)(&/(4n)) + I(A)(a? + W2at - 2 Wauv)/(4n). 

It follows that 

var(ji4) = d(var {ji4( W)) = o?/(4n) + (I/(4n)) f (w2at - 2wouv) f (w) dw (2.21) 
Iwl'c 
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where f ( w )  is given in (2.10). It is clear that var(ji,) has to be evaluated 
numerically. 

3. CONCLUSION 

Figures 1-3 show the graphs of A(j) =4n var(jij)/oi, j= 1,2,3,4, for n=20 vs, k 
(O< kg 1) for values of p=0.2, 0.6 and 0.9 respectively. The computations for A, 
were done at significance level a =0.05. Computations were also done for values of 
k > l ,  and other values of p (=  -0.2, -0.4, -0.6, -0.8, -0.9) and n=10, 30, 40, 
50 with similar results. 

Our computations show that ji, has the least variance for values of k near one 
(0 .85gk5 1.18). The estimator ji2 is preferred for very small values of k (50.05) or 
very large values of k ( 2 20). For moderate values of k, 0.205 k 60.65 (and hence 
also for 0.205 llkgO.65) and values of lp150.8, the estimator ji, has the least 
variance. For l p l  near one, ji, has the least variance for 0.3sk$0.8 (and 
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Figure 2 Graph of A ( j )  vs. k for n=20 and p =O.6. 

hence also for 0.3 5 1/k 5 0.8). Moreover, the estimator ji, dominates ji, except 
when k is small. It should be noted that the estimator ji, is not the preferred 
estimator in any region of the parameter space. These results are summarized in 
Table 1 below. 

Table 1 Preferred estimator 
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Figure 3 Graph of A ( j )  vs. k for n =20 and p =O.9. 
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