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Abstract
We derive uniform asymptotic expansions for polynomi-

als orthogonal with respect to a class of weight functions

that are real analytic and behave asymptotically like the

Freud weight at infinity. Although the limiting zero distri-

butions are the same as in the Freud cases, the asymptotic

expansions are different due to the fact that the weight func-

tions may have a finite or infinite number of zeros on the

imaginary axis. To resolve the singularities caused by these

zeros, an auxiliary function is introduced in the Riemann–

Hilbert analysis. Asymptotic formulas are established in

several regions covering the whole complex plane. We take

the continuous dual Hahn polynomials as an example to

illustrate our main results. Some numerical verifications are

also given.
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1 INTRODUCTION

In the study of a multiple zeta values identity 𝜁 (2, 1) = 𝜁 (3), where 𝜁 (𝑠1, 𝑠2,⋯ , 𝑠𝑙) is the multiple

zeta value summing the products 𝑛
−𝑠1
1 ⋯ 𝑛

−𝑠𝑙
𝑙

for all 𝑛1 > 𝑛2 > ⋯ > 𝑛𝑙 ≥ 1, Zudilin considered the

following “biorthogonally looking” polynomial1:

𝐵𝛼
𝑛 (𝑡) =

1
𝑛!

𝑛∑
𝑘=0

(𝜔𝑡)𝑘(𝜔2𝑡)𝑘(𝛼 + 𝑡)𝑛−𝑘(𝛼 − 𝑡 + 𝑘)𝑛−𝑘

𝑘!(𝑛 − 𝑘)!
,
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where 𝜔 = 𝑒2𝑖𝜋∕3 and the Pochhammer symbol is defined as (𝛼)𝑘 =
∏𝑘−1

𝑗=0 (𝛼 + 𝑗). Zudilin further

showed that 𝐵𝛼
𝑛 (𝑡) satisfies the recurrence relation:

[(𝑛 + 𝛼)3 − 𝑡3]𝐵𝛼
𝑛 (𝑡) − (𝑛 + 1)[2𝑛2 + 3𝑛(𝛼 + 1) + 𝛼2 + 3𝛼 + 1]𝐵𝛼

𝑛+1(𝑡)

+ (𝑛 + 2)2(𝑛 + 1)𝐵𝛼
𝑛+2(𝑡) = 0, 𝑛 ≥ 0,

with initial conditions 𝐵𝛼
0 (𝑡) = 1 and 𝐵𝛼

1 (𝑡) = 𝛼2, from which it is obvious that 𝐵𝛼
𝑛 (𝑡) is a polynomial

in both 𝑡 and 𝛼. Indeed, we could express 𝐵𝛼
𝑛 (𝑡) as

𝐵𝛼
𝑛 (𝑡) =

(−1)𝑛

(𝑛!)2
𝑆𝑛(3𝑡2∕4; −𝑡∕2, 𝛼 − 𝑡∕2, 1 − 𝛼 − 𝑛 − 𝑡∕2),

or

𝐵𝛼
𝑛 (𝑡) =

1
(𝑛!)2

𝑆𝑛(−𝛼2∕4; 𝑡 + 𝛼∕2, 𝜔𝑡 + 𝛼∕2, 𝜔2𝑡 + 𝛼∕2),

where

𝑆𝑛(𝑥2; 𝑎, 𝑏, 𝑐)
(𝑎 + 𝑏)𝑛(𝑎 + 𝑐)𝑛

= 3𝐹2

(
−𝑛, 𝑎 + 𝑖𝑥, 𝑎 − 𝑖𝑥

𝑎 + 𝑏, 𝑎 + 𝑐

||||1
)

(1)

is the continuous dual Hahn polynomials in the Askey scheme; see [Ref. 2 (9.3.1)]. It is this relation

between multiple zeta values and the continuous dual Hahn polynomials that motivates us to consider

asymptotic properties of 𝑆𝑛(𝑥2; 𝑎, 𝑏, 𝑐) for general 𝑎, 𝑏, and 𝑐.

One of the generating functions, denoted as 𝐺(𝑡, 𝑥), for the continuous dual Hahn polynomials is

given by [Ref. 2 (9.3.14)]

𝐺(𝑡, 𝑥) ∶=
∞∑
𝑛=0

𝑆𝑛(𝑥; 𝑎, 𝑏, 𝑐)
(𝑏 + 𝑐)𝑛𝑛!

𝑡𝑛 = (1 − 𝑡)−𝑎+𝑖𝑥
2𝐹1

(
𝑏 + 𝑖𝑥, 𝑐 + 𝑖𝑥

𝑏 + 𝑐

||||𝑡
)
.

Making use of the linear transformation for the hypergeometric function [Ref. 3 (2.9.33)], we rewrite

the generating function as 𝐺(𝑡, 𝑥) = 𝑔(𝑡, 𝑥) + 𝑔(𝑡,−𝑥) when 2𝑖𝑥 ∉ ℤ, where

𝑔(𝑡, 𝑥) = (1 − 𝑡)−𝑎+𝑖𝑥Γ(−2𝑖𝑥)Γ(𝑏 + 𝑐)
Γ(𝑏 − 𝑖𝑥)Γ(𝑐 − 𝑖𝑥) 2𝐹1

(
𝑏 + 𝑖𝑥, 𝑐 + 𝑖𝑥

1 + 2𝑖𝑥
||||1 − 𝑡

)
.

A direct application of Darboux’s method [Ref. 4 (II.6.18)] gives the following asymptotic expansion

for 2𝑖𝑥 ∉ ℤ,

𝑆𝑛(𝑥2; 𝑎, 𝑏, 𝑐) ∼
∞∑
𝑘=0

[𝜑𝑛,𝑘(𝑥; 𝑎, 𝑏, 𝑐) + 𝜑𝑛,𝑘(−𝑥; 𝑎, 𝑏, 𝑐)], 𝑛 → ∞, (2)

where

𝜑𝑛,𝑘(𝑥; 𝑎, 𝑏, 𝑐) =
Γ(−2𝑖𝑥)Γ(𝑛 + 𝑏 + 𝑐)Γ(𝑛 + 𝑎 − 𝑖𝑥)(𝑏 + 𝑖𝑥)𝑘(𝑐 + 𝑖𝑥)𝑘(1 − 𝑎 + 𝑖𝑥)𝑘

Γ(𝑎 − 𝑖𝑥)Γ(𝑏 − 𝑖𝑥)Γ(𝑐 − 𝑖𝑥)(1 + 2𝑖𝑥)𝑘(1 − 𝑛 − 𝑎 + 𝑖𝑥)𝑘𝑘!
.

Especially, the leading-term approximation is

𝑆𝑛(𝑥2; 𝑎, 𝑏, 𝑐) ∼
𝑛𝑎+𝑏+𝑐−𝑖𝑥Γ(𝑛)2Γ(−2𝑖𝑥)

Γ(𝑎 − 𝑖𝑥)Γ(𝑏 − 𝑖𝑥)Γ(𝑐 − 𝑖𝑥)
+ 𝑛𝑎+𝑏+𝑐+𝑖𝑥Γ(𝑛)2Γ(2𝑖𝑥)

Γ(𝑎 + 𝑖𝑥)Γ(𝑏 + 𝑖𝑥)Γ(𝑐 + 𝑖𝑥)
. (3)
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Note that the asymptotic formula is invalid when 2𝑖𝑥 ∈ ℤ, because the function Γ(±2𝑖𝑥) has simple

poles at these points. Applying the main results in5 to the recurrence relation of the continuous dual

Hahn polynomials,2 we find that, when 2𝑖𝑥 ∈ ℤ, the asymptotic formula includes a log 𝑛 term which

is different from (3). One of the objectives of this paper is to derive an asymptotic formula, which is

valid uniformly in the neighborhood of the simple poles of Γ(±2𝑖𝑥).
To achieve this, we make use of the orthogonality relation of continuous dual Hahn polynomials

[Ref. 2 (9.3.2)]:

∫
+∞

0

||||Γ(𝑎 + 𝑖𝑥)Γ(𝑏 + 𝑖𝑥)Γ(𝑐 + 𝑖𝑥)
Γ(2𝑖𝑥)

||||2𝑆𝑛(𝑥2; 𝑎, 𝑏, 𝑐)𝑆𝑚(𝑥2; 𝑎, 𝑏, 𝑐)dx = 𝓁2
𝑛𝛿𝑛𝑚, (4)

where 𝓁2
𝑛 = 2𝜋Γ(𝑛 + 𝑎 + 𝑏)Γ(𝑛 + 𝑏 + 𝑐)Γ(𝑛 + 𝑐 + 𝑎)𝑛!, and the three parameters 𝑎, 𝑏, and 𝑐 are all

positive except for a possible pair of complex conjugates with positive real parts. By symmetry and

making use of Γ(1 + 2𝑖𝑥) = 2𝑖𝑥Γ(2𝑖𝑥), we change the interval of integration to the whole real line,

∫
+∞

−∞

||||Γ(𝑎 + 𝑖𝑥)Γ(𝑏 + 𝑖𝑥)Γ(𝑐 + 𝑖𝑥)
Γ(1 + 2𝑖𝑥)

||||2 ⋅ [𝑥𝑆𝑛(𝑥2; 𝑎, 𝑏, 𝑐)] ⋅ [𝑥𝑆𝑚(𝑥2; 𝑎, 𝑏, 𝑐)]dx = (𝓁2
𝑛∕2)𝛿𝑛𝑚.

Thus, we consider the monic polynomial 𝜋𝑛(𝑥; 𝑎, 𝑏, 𝑐) orthogonal with respect to the weight function

𝑤(𝑥; 𝑎, 𝑏, 𝑐) =
||||Γ(𝑎 + 𝑖𝑥)Γ(𝑏 + 𝑖𝑥)Γ(𝑐 + 𝑖𝑥)

Γ(1 + 2𝑖𝑥)
||||2, 𝑥 ∈ ℝ. (5)

In what follows, we omit the parameters 𝑎, 𝑏, 𝑐 in the expressions if no is confusion caused. Note that

𝑥𝑆𝑛(𝑥2) is orthogonal to 𝑥𝑆𝑚(𝑥2) for all 𝑚 ≠ 𝑛. Moreover, by symmetry, 𝑥𝑆𝑛(𝑥2) is also orthogonal

to 𝑥2𝑘 for all 0 ≤ 𝑘 ≤ 𝑛. So, 𝑥𝑆𝑛(𝑥2) is a constant multiple of 𝜋2𝑛+1(𝑥). Because the leading term

of 𝑥𝑆𝑛(𝑥2) is (−1)𝑛𝑥2𝑛+1, we then obtain 𝑆𝑛(𝑥2) = (−1)𝑛𝜋2𝑛+1(𝑥)∕𝑥. A slight analysis of the weight

function shows the following:

(H1) The weight function 𝑤(𝑥) is continuous and positive for 𝑥 ∈ ℝ, and it can be decomposed

as 𝑤(𝑧) = 𝐴(𝑖𝑧)𝐴(−𝑖𝑧), where 𝐴(𝑧) is meromorphic in the complex 𝑧-plane and its poles are

located in the half-strip {Re 𝑧 > 0,−𝜇 < Im 𝑧 < 𝜇} for some 𝜇 > 0. Moreover, the zeros of 𝐴(𝑧)
(if any) are all simple and positive. If 𝐴(𝑧) has infinitely many zeros, ordered as 0 < 𝑝1 < 𝑝2 <

⋯, then 1∕(𝑝𝑘+1 − 𝑝𝑘) = (1) as 𝑘 → ∞.

(H2) There exists 𝛼 ∈ ℝ and 𝛽 > 0 such that

𝐴(𝑧) = 𝛽(𝑒−𝑖𝜋𝑧)
𝛼

2 exp {Θ(𝑧)}
(
1 + 

(
1|𝑧|

))
, 𝑧 → ∞ (6)

uniformly for arg 𝑧 ∈ [𝜖, 2𝜋 − 𝜖], where 𝜖 > 0 is arbitrarily small. Here, Θ(𝑧) is an analytic func-

tion in ℂ⧵[0,+∞) and

Θ(𝑧) + Θ(−𝑧) = 𝑖𝜋𝑧, arg 𝑧 ∈ (0, 𝜋). (7)

(H3) Let 𝛼 be the same as given in (6). There exists 𝐶 > 0 such that|||| 1
𝑤(𝑧)𝑒𝜋𝑧

|||| ≤ 𝐶|𝑧−𝛼| (8)

uniformly for all 𝑧 in {𝑧 ∈ ℂ ∶ |𝑧| ≥ 1,Re 𝑧 ≥ 0} and bounded away from the zeros of 𝑤(𝑧).
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Remark 1. Although the weight function 𝑤(𝑧) in (5) is defined only on the real axis, it can be analyt-

ically continued to the complex plane except for its poles. Moreover, because Γ(𝑥 + 𝑖𝑦) = Γ(𝑥 − 𝑖𝑦),
it follows that 𝑤(𝑧) satisfies (H1). Using Stirling’s formula for the gamma function, one can show

that 𝑤(𝑧) also fulfills (H2). Note that (H2) characterizes the behavior of the weight function 𝑤(𝑧) for

𝑧 large and bounded away from the imaginary axis. When 𝑧 is near the imaginary axis, 𝑤(𝑧) may

have poles. Note that 𝑤(𝑧) = 𝐴(𝑖𝑧)𝐴(−𝑖𝑧). Hence, 𝐴(𝑧) may have poles near the positive real axis.

As a complement of (H2), we make a further assumption (H3), which, as we shall see later, plays an

important role in the resolution of singularities. To check (H3), we need to use the reflection formula

Γ(𝑧)Γ(1 − 𝑧) = 𝜋

sin(𝜋𝑧) and make use of the fact
Γ(𝑧+𝑎1)
Γ(𝑧+𝑎2)

∼ 𝑧𝑎1−𝑎2 as 𝑧 → ∞ with | arg 𝑧| < 𝜋. See Sec-

tion 5 for the detailed proofs of these arguments and the explicit expressions of 𝐴(𝑖𝑧) and Θ(𝑖𝑧) for the

continuous dual Hahn case.

The three conditions (H1)–(H3) listed above are also satisfied by some other polynomials in the

Askey scheme, such as the continuous Hahn polynomials and the Wilson polynomials. This suggests

us to consider a class of orthogonal polynomials whose weight functions satisfy the above three con-

ditions, and treat the continuous dual Hahn weight in (5) as a special case. Moreover, it is readily seen

from (6) and (7) that

𝑤(𝑥) = 𝛽2|𝑥|𝛼𝑒−𝜋|𝑥|[1 + 
(

1|𝑥|
)]

, 𝑥 → ±∞. (9)

In view of this asymptotic formula, we call a weight function satisfying (H1), (H2), and (H3) as an

asymptotic Freud-like weight. It should be mentioned these weights are analytic at 𝑧 = 0 with some

simple poles and zeros in the complex plane, while the Freud weight function 𝑒−𝜋|𝑥|, 𝑥 ∈ ℝ is not

analytic at 𝑥 = 0. Nevertheless, the equilibrium measures for the Freud weight and the asymptotic

Freud-like weight are the same.

To conduct asymptotic analysis of orthogonal polynomials with asymptotic Freud-like weight, we

make use of the Riemann–Hilbert approach first developed by Deift and Zhou6 for modified KdV

equations, and further applied to orthogonal polynomials,7-10 random matrix theory,11-13 and other

integrable systems.14-16 In the previous study on orthogonal polynomials, the weight functions are

usually zero-free in the complex plane. However, as we have seen from the asymptotic formula (3)

for the continuous dual Hahn polynomials, singularities may occur near the zeros of the asymptotic

Freud-like weight. Moreover, after a rescaling 𝑥 → 𝑛𝑥, these singularities tend to the origin when the

polynomial degree gets large. A similar problem was considered in,17,18 where asymptotic behaviors of

Hankel determinant and recurrence coefficients were obtained by introducing an 𝑛-dependent contour

separating the zeros and poles of the weight function from the origin. In this paper, we are interested

in developing a uniform asymptotic formula of 𝜋𝑛(𝑛𝑧) in an 𝑛-independent neighborhood of the ori-

gin. As we shall see later, this uniform result is stronger than the one obtained by the aforementioned

technique. Especially, near the zeros of the weight function, the leading terms in the asymptotic expan-

sions obtained by both techniques coincide, but our new technique provides an additional term of order

(log 𝑛∕𝑛2𝑝1 ) together with an error estimate of order(1∕𝑛2𝑝1 ) for some 𝑝1 > 0; thus our new uniform

formula is more accurate.

We should also mention that asymptotic approximations for typical examples of the Freud-like
weights have been derived via difference equation methods, including continuous Hahn polynomials,19

continuous dual Hahn polynomials,20 and Wilson polynomials.21 However, in the difference equation

approach, the asymptotic formulas are usually valid only on the real axis. On the other hand, the valid

region of results presented in this paper will cover the whole complex plane.

The rest of this paper is arranged as follows. In Section 2, we provide some preliminary results on

the equilibrium measure and the Szegő function corresponding to the asymptotic Freud-like weight.
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We also introduce an auxiliary function to cancel the singularities caused by the zeros of the weight

function in the Riemann–Hilbert analysis. Then, we state our main results in Section 3. The detailed

Riemann–Hilbert analysis and the proof of the main results are carried out in Section 4. The main

tool is the nonlinear steepest descent approach of Deift and Zhou.6 Near the turning points 𝑧 = ±1,

local parametrices are constructed in terms of the Airy functions in a way similar as that in.22 In a

neighborhood of 𝑧 = 0, we eliminate the poles in the Riemann–Hilbert problem (RHP) and build a

limit parametrix to approximate the original one. Finally, we apply our main results to the continuous

dual Hahn polynomials in Section 5.

2 PRELIMINARIES

2.1 The equilibrium measure and related functions
For the potential 𝑉 (𝑥) = 𝜋|𝑥| with 𝑥 ∈ ℝ, we consider the energy minimization problem associated

with the external field 𝑄(𝑥) = 𝜋|𝑥|∕2, with the notation used in.23 A simple calculation shows that the

equilibrium measure is

𝑑𝜇(𝑥) = 𝜓(𝑥)dx, 𝜓(𝑥) = 1
𝜋
log 1 +

√
1 − 𝑥2|𝑥| , 𝑥 ∈ [−1, 1]; (10)

see Ref. 23 Chapter IV, Theorem 5.1. Note that the equilibrium measure has a logarithmic singularity

at 𝑥 = 0. The corresponding 𝑔-function is

𝑔(𝑧) =∫
1

−1
log(𝑧 − 𝑥)𝑑𝜇(𝑥)

= − 𝑖𝑧 log

(√
𝑧2 − 1 + 𝑖

𝑧

)
+ log

(
𝑧 +

√
𝑧2 − 1

)
+ 𝑙

2
,

(11)

for 𝑧 ∈ ℂ⧵(−∞, 1], where 𝑙 = −2 − 2 log 2 is the Lagrange multiplier. The branches∗ of log 𝑧 and

(𝑧 ± 1)𝛼 (with 𝛼 ∉ ℕ) are chosen such that arg 𝑧 ∈ (−𝜋, 𝜋) and arg(𝑧 ± 1) ∈ (−𝜋, 𝜋).
It is easy to calculate that

𝑔′(𝑧) = −𝑖 log

(√
𝑧2 − 1 + 𝑖

𝑧

)
= −𝑖 log

(
1 + 𝑖

√
(−𝑧)2 − 1

𝑖(−𝑧)

)
for ± Im 𝑧 > 0. Next, we define

𝜙(𝑧) ∶= ∫
𝑧

1

(
−𝑔′(𝑠) + 𝜋

2

)
ds = 𝑖𝑧 log

(√
𝑧2 − 1 + 𝑖

𝑧

)
− log

(
𝑧 +

√
𝑧2 − 1

)
+ 𝜋𝑧

2
, (12)

∗Throughout the paper, the branches of log 𝑧 and 𝑧𝛼 (with 𝛼 ∉ ℕ) are chosen such that arg 𝑧 ∈ (−𝜋, 𝜋). Especially,
√

𝑧2 − 1 =
(𝑧 + 1)1∕2(𝑧 − 1)1∕2 is analytic in ℂ⧵[−1, 1] such that

√
𝑧2 − 1 ∼ 𝑧 as 𝑧 → ∞. For ± Im 𝑧 > 0, we have −𝑧 = 𝑒∓𝑖𝜋𝑧 and√

(−𝑧)2 =
√

𝑒∓2𝑖𝜋𝑧2 = 𝑒∓𝑖𝜋𝑧 = −𝑧. Similarly, we note that√
(−𝑧)2 − 1 =

√
(−𝑧 − 1)(−𝑧 + 1) =

√
𝑒∓2𝑖𝜋(𝑧 + 1)(𝑧 − 1) = −

√
𝑧2 − 1,√

1 − 𝑧2 =
√
(1 − 𝑧)(𝑧 + 1) =

√
𝑒∓𝑖𝜋(𝑧 − 1)(𝑧 + 1) = ∓𝑖

√
𝑧2 − 1,√

1 − (−𝑧)2 = ∓𝑖
√
(−𝑧)2 − 1 = ∓𝑖

√
𝑧2 − 1.
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for 𝑧 ∈ ℂ⧵(−∞, 1], and

𝜙(𝑧) ∶= 𝜙(−𝑧) = 𝑖𝑧 log

(
1 + 𝑖

√
(−𝑧)2 − 1
−𝑧

)
+ log

(
−𝑧 −

√
(−𝑧)2 − 1

)
, (13)

for 𝑧 ∈ ℂ⧵[−1,∞).
It follows from (11), (12), and (13) that

𝑔±(𝑥) =
⎧⎪⎨⎪⎩
−𝑖𝑥 log

(
𝑖±𝑖

√
1−𝑥2

𝑥

)
+ log

(
𝑥 ± 𝑖

√
1 − 𝑥2

)
+ 𝑙

2 , 𝑥 ∈ (0, 1)

−𝑖𝑥 log
(

1±
√
1−(−𝑥)2
𝑖(−𝑥)

)
− log

(
−𝑥 ± 𝑖

√
1 − (−𝑥)2

)
± 𝑖𝜋 + 𝑙

2 , 𝑥 ∈ (−1, 0)
(14)

and

𝜙±(𝑥) =
⎧⎪⎨⎪⎩
𝑖𝑥 log

(
1±

√
1−𝑥2

𝑥

)
− log

(
𝑥 ± 𝑖

√
1 − 𝑥2

)
, 𝑥 ∈ (0, 1)

𝑖𝑥 log
(

1±
√
1−(−𝑥)2
−𝑥

)
+ log

(
−𝑥 ± 𝑖

√
1 − (−𝑥)2

)
, 𝑥 ∈ (−1, 0).

(15)

Hence, we have

𝜙+(𝑥) = −𝜙−(𝑥) = −𝜙̃+(−𝑥) = 𝜙̃−(−𝑥) (16)

for all 𝑥 ∈ (0, 1). A combination of (14), (15), and (16) yields that

𝜙(𝑧) + 𝑔(𝑧) = (𝑙 + 𝜋𝑧)∕2, 𝑧 ∈ ℂ⧵(−∞, 1], (17)

𝜙̃(𝑧) + 𝑔(𝑧) = (𝑙 − 𝜋𝑧)∕2 ± 𝑖𝜋, ± Im 𝑧 > 0. (18)

The last two equations also lead to

𝜙(𝑧) − 𝜙̃(𝑧) = 𝜋𝑧 ∓ 𝜋𝑖, ± Im 𝑧 > 0. (19)

Some other properties of 𝑔(𝑧), 𝜙(𝑧), and 𝜙̃(𝑧) are stated in the following lemma, which can be derived

by the above arguments; see also Ref. 22 Prop. 3.6.

Lemma 1.

(g1) As 𝑧 → ∞, 𝑒𝑛𝑔(𝑧)𝑧−𝑛 = 1 + (|𝑧|−1).
(g2) 𝑔+(𝑥) − 𝑔−(𝑥) =

{
2𝑖𝜋, 𝑥 ≤ −1,
−2𝜙+(𝑥), −1 < 𝑥 < 1.

(g3) 𝑔+(𝑥) + 𝑔−(𝑥) − 𝜋|𝑥| − 𝑙 =
⎧⎪⎨⎪⎩
−2𝜙̃(𝑥), 𝑥 ≤ −1,
0, −1 < 𝑥 < 1,
−2𝜙(𝑥), 𝑥 ≥ 1.

(𝜙1) As 𝑧 → 0,

𝜙(𝑧) = 𝑖𝑧 log(2∕𝑧) + 𝑖𝑧 − 𝑖𝜋∕2 + (|𝑧|3), Im 𝑧 > 0. (20)
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(𝜙2) The local behavior of 𝜙(𝑧) as 𝑧 → 1 and 𝜙̃(𝑧) as 𝑧 → −1 is given as follows:

𝜙(𝑧) = 2
√
2

3
(𝑧 − 1)

3
2 + (|𝑧 − 1|2), 𝑧 → 1;

𝜙̃(𝑧) = 2
√
2

3
(−𝑧 − 1)

3
2 + (|𝑧 + 1|2), 𝑧 → −1. (21)

(𝜙3) 𝜙(𝑖𝑥) = − log |𝑥| ± 𝑖𝜋|𝑥|∕2 + (1) as 𝑥 → ±∞.

2.2 The Szegő function
We consider the so-called Szegő function 𝐷(𝑧, 𝑛), which satisfies the following RHP:

(D1) 𝐷(𝑧, 𝑛) is analytic in ℂ⧵[−1, 1] and has at most weak (i.e. integrable) singularities at ±1;

(D2) 𝐷+(𝑥, 𝑛)𝐷−(𝑥, 𝑛) = 𝑤(𝑛𝑥)𝑒𝑛𝜋|𝑥| for 𝑥 ∈ (−1, 1);
(D3) 0 < 𝐷(∞, 𝑛) < ∞.

The explicit solution of this RHP is given by

𝐷(𝑧, 𝑛) ∶= exp

{√
𝑧2 − 1
2𝜋 ∫

1

−1

log𝑤(𝑛𝑥) + 𝑛𝜋|𝑥|√
1 − 𝑥2

dx
𝑧 − 𝑥

}
, 𝑧 ∈ ℂ⧵[−1, 1]. (22)

Lemma 2. The Szegő function 𝐷(𝑧, 𝑛) and its limit value 𝐷(∞, 𝑛) both depend on 𝑛 and

(i) as 𝑛 → ∞, the following two approximations

𝐷(𝑧, 𝑛) = ℎ(±𝑛𝑧)𝑒−
𝛼

2 log(𝑧+
√

𝑧2−1)± 𝛼𝜋𝑖

4
(
1 + (1

𝑛

))
, ± Im 𝑧 > 0, (23)

hold uniformly for all 𝑧 ∈ ℂ⧵ℝ, where ℎ(𝑧) is defined by

ℎ(𝑧) = 𝐴(𝑖𝑧) exp
{
−Θ0(𝑖𝑧)

}
, (24)

with Θ0(𝑧) being the regular part of Θ(𝑧); namely, Θ0(𝑧) is an analytic function in ℂ⧵[0,+∞)
with at most a weak singularity at 𝑧 = 0 and it satisfies{

Θ0(𝑧) + Θ0(−𝑧) = 𝜋𝑖𝑧, arg 𝑧 ∈ (0, 𝜋)
Θ(𝑧) − Θ0(𝑧) = (

1|𝑧|
)

as 𝑧 → ∞.
(25)

Moreover, (23) is also valid for the upper and lower edges of the real axis in the sense of taking
limits from upper and lower sides, respectively.

(ii) 𝐷(∞, 𝑛) = 2−
𝛼

2 𝛽𝑛
𝛼

2
(
1 + (

1
𝑛

))
as 𝑛 → ∞.

Remark 2. Because (6) is only the asymptotic expansion of 𝐴(𝑧) for large 𝑧, the choice of Θ(𝑧) is not

unique and Θ(𝑧) may have a (nonintegrable) singularity at 𝑧 = 0. In Lemma 2, we set Θ0(𝑧) to be the

regular part of Θ(𝑧). Especially, if Θ(𝑧) is integrable near 𝑧 = 0, then Θ0(𝑧) = Θ(𝑧).
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The proof of Lemma 2 is left to Appendix A. Using the definition of ℎ(𝑧) in (24) and the asymptotic

behavior of 𝐴(𝑧) in (6), we find that, when 𝑛 → ∞ and 𝑧 bounded away from the origin, the two

approximations in (23) are asymptotically equal to each other, and

𝐷(𝑧, 𝑛) = 𝛽(𝑛𝑧)
𝛼

2 (𝑧 +
√

𝑧2 − 1)−
𝛼

2
(
1 + (1

𝑛

))
. (26)

Combining the asymptotic behavior of 𝐴(𝑖𝑧) in (6), the symmetry condition (7) and Lemma 2, we

conclude the following corollary, which will be used later.

Corollary 1. As 𝑛 → ∞ with 𝑛𝑧 ≫ 1

𝐷(𝑧, 𝑛)2

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧
=

(
𝑧 +

√
𝑧2 − 1

)−𝛼

(1 + 𝑜(1)) (27)

holds uniformly for arg 𝑧 ∈ [−𝜋

2 + 𝜖,
𝜋

2 − 𝜖], where 𝜖 > 0 is given in (H2).

2.3 Resolution of singularities
Note that the poles of 1∕𝑤(𝑧) on the imaginary axis correspond to the zeros of 𝐴(𝑧) and 𝐴(−𝑧) on

the real line. Denote by 0 < 𝑝1 < 𝑝2 < ⋯ < 𝑝𝐾 the zeros of 𝐴(𝑧), where 𝐾 = ∞ if 𝐴(𝑧) has infinitely

many zeros. From (19), it is evident that

𝑊 (𝑧, 𝑛) ∶= 𝐷(𝑧, 𝑛)2𝑒2𝑛𝜙(𝑧)

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧
= 𝐷(𝑧, 𝑛)2𝑒2𝑛𝜙̃(𝑧)

𝑤(𝑛𝑧)𝑒−𝑛𝜋𝑧
(28)

for all Im 𝑧 ≠ 0. Moreover, from (19), it can be further derived that 𝑊+(𝑥, 𝑛) = 𝑊−(𝑥, 𝑛) for all 𝑥 ∈
(−∞,−1) ∪ (1,+∞). This implies that 𝑊 (𝑧, 𝑛) is analytic in ℂ⧵[−1, 1] except for the simple poles

{𝑖𝑝𝑘∕𝑛, 𝑘 = ±1,±2,⋯ ,±𝐾} on the imaginary axis, where 𝑝−𝑘 = −𝑝𝑘 for 𝑘 ≥ 1. To cancel the pole

singularities of 𝑊 (𝑧, 𝑛) in the Riemann–Hilbert analysis, we introduce

𝑄(𝑧, 𝑛) ∶=
𝐾∑

𝑘=1

[
𝑟𝑘

𝑧 − 𝑧𝑘
+

𝑟−𝑘

𝑧 − 𝑧−𝑘

]
, 𝑧±𝑘 =

−𝑖𝑝±𝑘

𝑛
=

∓𝑖𝑝𝑘

𝑛
, (29)

where

𝑟±𝑘 = Res
𝑧=𝑧±𝑘

𝑊 (𝑧, 𝑛) = 1
𝑛
𝐷(𝑧±𝑘, 𝑛)2𝑒2𝑛𝜙(𝑧±𝑘) Res

𝜂=−𝑖𝑝±𝑘

(
1

𝑤(𝜂)𝑒𝜋𝜂

)
. (30)

Lemma 3. For any fixed 𝑛, 𝑄(𝑧, 𝑛) is well defined for any 𝑧 ∈ ℂ⧵{𝑧𝑘, 𝑘 = ±1,±2,⋯} and

𝑄(𝑧, 𝑛) = 
(

1
𝑛2𝑝1

)
as 𝑛 → ∞ (31)

uniformly for all 𝑧 satisfying inf{|𝑛𝑧 ± 𝑖𝑝𝑘|, 𝑘 = 1, 2,⋯} ≥ 𝑑, where 𝑑 > 0 is fixed but arbitrar-
ily small.

Although 𝑄(𝑧, 𝑛) and 𝑊 (𝑧, 𝑛) both have poles lying on the imaginary axis, 𝑊 (𝑧, 𝑛) −𝑄(𝑧, 𝑛) is

analytic in ℂ⧵(−∞, 1]. Moreover, we have the following lemma.

Lemma 4. Let

Ω±
𝜃
=

{
𝑐

𝑛
≤ | Im 𝑧| ≤ 𝑀̃ ; ±𝜋

2
− 𝜃 ≤ arg 𝑧 ≤ ±𝜋

2
+ 𝜃

}
,
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where 𝜃 satisfies 𝜖 < 𝜃 <
𝜋

2 , 𝑀̃ is any positive constant, 𝑐 ≠ 𝑝𝑘, 𝑘 = 1, 2,⋯ fixed. Then, 𝑊 (𝑧, 𝑛) −
𝑄(𝑧, 𝑛) is analytic for 𝑧 ∈ Ω+

𝜃
∪ Ω−

𝜃
and

𝑊 (𝑧, 𝑛) −𝑄(𝑧, 𝑛) = 
(

1
𝑛2𝑐

)
, 𝑧 ∈ Ω+

𝜃
∪ Ω−

𝜃
, (32)

as 𝑛 → ∞.

When 𝑧 lies in a 𝑜( 1
𝑛
) neighborhood of 𝑧±1 =

∓𝑖𝑝1
2𝑛 , the nearest two poles of 𝑊 (𝑧, 𝑛), 𝑊 (𝑧, 𝑛) −

𝑄(𝑧, 𝑛) is also uniformly small. However, the error bound should be modified when 𝑝1 ≤ 1
2 .

Lemma 5. For any 𝑛, the two limit values lim𝑧→𝑖𝑝±1∕𝑛(𝑊 (𝑧, 𝑛) −𝑄(𝑧, 𝑛)) = 𝐵±
𝑛 both exist. Moreover,

if 𝑝1 ≤ 1
2 , we have

𝐵±
𝑛 =

𝑖ℎ(±𝑖𝑝1)2

𝑤′(±𝑖𝑝1)𝑒±𝜋𝑖𝑝1

log 𝑛

𝑛2𝑝1
+ 

(
1

𝑛2𝑝1

)
, 𝑛 → ∞. (33)

The proof of Lemmas 3, 4, and 5 are left to Appendices B, C, and D, respectively.

3 MAIN RESULTS

Using the Riemann–Hilbert analysis, we obtain the uniform asymptotics of polynomials orthogonal

with respect to 𝑤(𝑧) satisfying the three assumptions (H1)–(H3). As illustrated in Figure 1, we divide

the complex plane into several regions. All the curves in Figure 1 are allowed to make slight deforma-

tions. To make our results concise, we do not list the asymptotics in Ω𝑙
𝑖𝑛

and 𝑈̃𝛿 , which can be derived

from the results in Ω𝑟
𝑖𝑛

and 𝑈𝛿 , respectively. This is due to the fact that the weight function is even on

ℝ, and the polynomials satisfy the symmetry relation 𝜋𝑛(𝑧) = (−1)𝑛𝜋𝑛(−𝑧).
For convenience, we denote

𝛾𝑛 = 2−𝑛− 𝛼+1
2 𝑒−𝑛𝑛

𝑛+ 𝛼

2 𝛽 (34)

and

𝑐 = min{1∕2, 𝑝1}. (35)

When 𝑧 lies outside the neighborhood of the origin, we have the following results.

−1 1

Ũδ Uδ

Ωout

Ωout

Ω+
0

Ω−
0

Ωr
inΩl

in

F I G U R E 1 Regions for uniform asymptotic approximations of 𝜋𝑛(𝑧)
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Theorem 1. Let 𝜙(𝑧) be defined in (12). As 𝑛 → ∞, we have

(i) for 𝑧 ∈ Ω𝑜𝑢𝑡,

𝜋𝑛(𝑛𝑧) =
𝛾𝑛𝑒

𝑛𝜋𝑧

2 −𝑛𝜙(𝑧)

𝛽(𝑛𝑧)
𝛼

2

(𝑧 +
√

𝑧2 − 1)
𝛼+1
2

(𝑧2 − 1)
1
4

(
1 + 

(
1
𝑛2𝑐

))
; (36)

(ii) for 𝑧 ∈ Ω𝑟
𝑖𝑛

,

𝜋𝑛(𝑛𝑧) =
𝛾𝑛𝑒

𝑛𝜋𝑧

2

𝛽(𝑛𝑧)
𝛼

2

[
𝑒
−𝑛𝜙̂(𝑧)− 𝜋𝑖

4
(𝑧 + 𝑖

√
1 − 𝑧2)

𝛼+1
2

(1 − 𝑧2)
1
4

(
1 + 

(
1
𝑛2𝑐

))

+ 𝑒
𝑛𝜙̂(𝑧)+ 𝜋𝑖

4
(𝑧 − 𝑖

√
1 − 𝑧2)

𝛼+1
2

(1 − 𝑧2)
1
4

(
1 + 

(
1
𝑛2𝑐

))]
,

(37)

where 𝜙̂(𝑧) is analytic on ℂ⧵((−∞, 0] ∪ [1,+∞)) with 𝜙̂(𝑥) = 𝜙+(𝑥) for all 𝑥 ∈ (0, 1);
(iii) for 𝑧 ∈ 𝑈𝛿

𝜋𝑛(𝑛𝑧) =
2
√

𝜋𝛾𝑛𝑒
𝑛𝜋𝑧
2

𝛽(𝑛𝑧)
𝛼
2

{
cos

[
𝛼+1
2 arccos 𝑧

]
(𝑧2−1)

1
4

𝜁
1
4 Ai(𝜁 )

(
1 + (

1
𝑛2𝑐

))
−

𝑖 sin
[
𝛼+1
2 arccos 𝑧

]
(𝑧2−1)

1
4

𝜁
−1

4 Ai′(𝜁 )
(
1 + (

1
𝑛2𝑐

))}
;

(38)

where 𝜁 = [32𝑛𝜙(𝑧)]
2
3 is a conformal mapping near 𝑧 = 1.

Remark 3. The formula (37) can be written in terms of trigonometric functions, which implies that the

polynomials 𝜋𝑛(𝑛𝑥) have zeros in Ω𝑖𝑛. Indeed, all zeros of 𝜋𝑛(𝑛𝑥) locate in the interval [−1, 1]. See the

limiting zero distribution 𝑑𝜇 in (10).

Note that, in the above three formulas, there is a common factor 𝑒
𝑛𝜋𝑧

2 𝛽(𝑛𝑧)−
𝛼

2 , which, according

to (H1) and (H2), is asymptotically equal to 𝑤(𝑛𝑧)−1∕2 when 𝑛 is large. It is usual that such a factor

appears in asymptotic expansions of orthogonal polynomials; for example, see Ref. 9 Theorem 2.2.

As discussed in the previous section, due to the zeros of the weight function on the imaginary axis,

some special considerations need to be taken when 𝑧 is in the neighborhood of the origin. When 𝑧 ∈ Ω0,

we have the following result.

Theorem 2. Let 𝛾𝑛, 𝑐 and 𝑄(𝑧, 𝑛) be given in (34), (35), and (29). respectively. Then, as 𝑛 → ∞, we
have

𝜋𝑛(𝑛𝑧) = 𝛾𝑛

[
Φ1(𝑧, 𝑛)

(
1 + 

(
1
𝑛2𝑐

))
+

(
Φ2(𝑧, 𝑛) − Φ3(𝑧, 𝑛)𝑄(𝑧, 𝑛)

)(
1 + 

(
1
𝑛2𝑐

))]
(39)

uniformly for 𝑧 ∈ Ω+
0 ∪ Ω−

0 , where Φ1(𝑧, 𝑛),Φ2(𝑧, 𝑛), and Φ3(𝑧, 𝑛) are defined by

Φ1(𝑧, 𝑛) =
𝑒
𝑛𝑔(𝑧)− 𝑛𝑙

2

𝐷(𝑧, 𝑛)
(𝑧 +

√
𝑧2 − 1)

1
2√

2(𝑧2 − 1)
1
4

, 𝑧 ∈ Ω+
0 ∪ Ω−

0 , (40)
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Φ2(𝑧, 𝑛) = ±𝐷(𝑧, 𝑛)𝑒𝑛𝑔(𝑧)−
𝑛𝑙

2 +2𝑛𝜙(𝑧)

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧
𝑖(𝑧 +

√
𝑧2 − 1)−

1
2√

2(𝑧2 − 1)
1
4

, 𝑧 ∈ Ω±
0 , (41)

and

Φ3(𝑧, 𝑛) = ±𝑒
𝑛𝑔(𝑧)− 𝑛𝑙

2

𝐷(𝑧, 𝑛)
𝑖(𝑧 +

√
𝑧2 − 1)−

1
2√

2(𝑧2 − 1)
1
4

, 𝑧 ∈ Ω±
0 , (42)

and 𝑔(𝑧), 𝜙(𝑧), and 𝐷(𝑧, 𝑛) are given in (11), (12), and (22), respectively.

Remark 4. Both Φ2(𝑧, 𝑛) and 𝑄(𝑧, 𝑛) possess poles at the zeros of 𝑤(𝑛𝑧) in Ω±
0 ; see (29) and (41).

Nevertheless, according to Lemma 4, the difference Φ2(𝑧, 𝑛) − Φ3(𝑧, 𝑛)𝑄(𝑧, 𝑛) = Φ3(𝑧, 𝑛)[𝑊 (𝑧, 𝑛) −
𝑄(𝑧, 𝑛)] is indeed analytic in Ω+

0 and Ω−
0 .

By (H1), the poles of 𝑤(𝑛𝑧) are all in the strip {| Im 𝑧| > 0,−𝜇 < Re(𝑛𝑧) < 𝜇} for some 𝜇 > 0. At

these poles, we have Φ2(𝑧, 𝑛) = 0, while Φ1(𝑧, 𝑛) and Φ3(𝑧, 𝑛) are nonzero and of the same order as

𝑛 → ∞. Due to Lemma 3, we obtain

𝜋𝑛(𝑛𝑧) ∼ 𝛾𝑛
𝑒
𝑛𝑔(𝑧)− 𝑛𝑙

2

𝐷(𝑧, 𝑛)
(𝑧 +

√
𝑧2 − 1)

1
2√

2(𝑧2 − 1)
1
4

, (43)

when 1∕𝑤(𝑛𝑧) = 0 and 𝑧 ∈ Ω+
0 ∪ Ω−

0 . This implies that the poles of 𝑤(𝑛𝑧) do not play a significant

role in the asymptotic properties of the polynomials.

Remark 5. Let us take a look at how the asymptotic expansions change from one region to another.

When 𝑧 is on the real axis, Φ1(𝑧, 𝑛) and Φ2(𝑧, 𝑛) are of the same order, while Φ3(𝑧, 𝑛)𝑄(𝑧, 𝑛) is asymp-

totically smaller than Φ1(𝑧, 𝑛) and Φ2(𝑧, 𝑛); see Lemma 3. Actually, Φ3(𝑧, 𝑛)𝑄(𝑧, 𝑛) is of the same

order of Φ1(𝑧, 𝑛) + Φ2(𝑧, 𝑛) only when 𝑧 is close to the zeros of the weight function. Therefore, when

𝑧 moves to Ω𝑖𝑛, the expansion (39) becomes (37). When 𝑧 moves from the real axis to the upper half

plane, Φ2(𝑧, 𝑛) − Φ3(𝑧, 𝑛)𝑄(𝑧, 𝑛) is asymptotically smaller than Φ1(𝑧, 𝑛); see Lemma 4. Then, when 𝑧

moves to Ω𝑜𝑢𝑡, the expansion (39) reduces to (36). A similar phenomenon happens when 𝑧 moves from

the real axis to the lower half plane.

Remark 6. One may follow the ideas in17,18 to introduce an 𝑛-dependent contour separating the zeros

of 𝑤(𝑧) from the origin and then obtain asymptotic formulas of 𝜋𝑛(𝑛𝑧) near the origin. However, that

formula is weaker and less accurate than (39). For instance, when 𝑧 is close to the zeros of 𝑤(𝑧), the

technique in17,18 only gives the leading term 𝛾𝑛Φ1(𝑧, 𝑛), while our formula includes an additional term

𝛾𝑛[Φ2(𝑧, 𝑛) − Φ3(𝑧, 𝑛)𝑄(𝑧, 𝑛)] = 𝛾𝑛Φ3(𝑧, 𝑛)[𝑊 (𝑧, 𝑛) −𝑄(𝑧, 𝑛)], which, according to Lemma 5, (40)

and (42), is of order |Φ1(𝑧, 𝑛)| ⋅ (log 𝑛∕𝑛2𝑝1 ) under the condition that 𝑝1 ≤ 1∕2.

The asymptotics in Theorems 1 and 2 are for 𝜋𝑛(𝑛𝑧), the orthogonal polynomials with scaled vari-

able. For the nonscaled case 𝜋𝑛(𝑧), the corresponding asymptotics can be obtained from Theorem 2 by

letting 𝑧 → 𝑧

𝑛
. This is summarized in the following corollary.

Corollary 2. Let 𝛾𝑛 and ℎ(𝑧) be defined in (34) and (24), and 0 < 𝜖 < 𝜃 <
𝜋

2 . Then, as 𝑛 → ∞, we
have for fixed 𝑧 that,
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(i) if | Im 𝑧| < 𝑝1 or | arg 𝑧| ≤ 𝜋

2 − 𝜖, then

𝜋𝑛(𝑧) = 𝛾𝑛

[
𝑒

𝑛𝜋𝑖

2 −𝑖𝑧+𝑖𝑧 log 𝑧

2𝑛

ℎ(𝑧)𝑒−
𝜋𝑧

2

(
1 + 

(
1
𝑛2𝑐

))
+ 𝑒

− 𝑛𝜋𝑖

2 +𝑖𝑧−𝑖𝑧 log 𝑧

2𝑛

ℎ(−𝑧)𝑒−
𝜋𝑧

2

(
1 + 

(
1
𝑛2𝑐

))]
, (44)

especially, for all ±𝑥 ≥ 0,

𝜋𝑛(𝑥) = 2𝛾𝑛𝑤(𝑥)−
1
2 cos

[
±𝑥 ∓ 𝑥 log ±𝑥

2𝑛
∓ 𝑛𝜋

2
+ argℎ(±𝑥)

]
+ 

(
1
𝑛2𝑐

)
; (45)

(ii) if | Im 𝑧| > 𝑝1 and | arg 𝑧 ± 𝜋

2 | < 𝜃, then

𝜋𝑛(𝑧) = 𝛾𝑛
𝑒

𝑛𝜋𝑖

2 −𝑖𝑧+𝑖𝑧 log 𝑧−𝑖𝑧 log 𝑛−𝑖𝑧 log 2

ℎ(𝑧)𝑒−
𝜋𝑧

2

[
1 + 

(
1
𝑛2𝑐

)]
, if Im 𝑧 > 𝑝1, (46)

𝜋𝑛(𝑧) = 𝛾𝑛
𝑒
− 𝑛𝜋𝑖

2 +𝑖𝑧−𝑖𝑧 log 𝑧+𝑖𝑧 log 𝑛+𝑖𝑧 log 2

ℎ(−𝑧)𝑒−
𝜋𝑧

2

[
1 + 

(
1
𝑛2𝑐

)]
, if Im 𝑧 < −𝑝1; (47)

(iii) if 𝑧 = 𝑖𝑝±1 and |𝑝±1| > 1
2 , then (46) and (47) also hold;

(iv) if 𝑧 = 𝑖𝑝±1 and |𝑝±1| ≤ 1
2 , then

𝜋𝑛(𝑧) = 𝛾𝑛
𝑒
± 𝑛𝜋𝑖

2 ∓𝑖𝑧±𝑖𝑧 log 𝑧

2𝑛

ℎ(±𝑧)𝑒−
𝜋𝑧

2

(
1 +

𝑖ℎ(±𝑖𝑝1)2

𝑤′(±𝑖𝑝1)𝑒±𝜋𝑖𝑝1

log 𝑛

𝑛2𝑝1
+ 

(
1

𝑛2𝑝1

))
. (48)

Remark 7. It should be noted that if 𝐴(𝑧) has no zero, the function 𝑄(𝑧, 𝑛) is regarded as a zero function

and 𝑐 = 1
2 .

4 RH ANALYSIS AND PROOF OF THE MAIN RESULTS

In this section, the nonlinear steepest descent method for RHPs is applied to derive the uniform asymp-

totics of the monic orthogonal polynomial 𝜋𝑛(𝑧) with respect to a weight function 𝑤(𝑧) on ℝ. which

satisfies the three assumptions (H1), (H2) and (H3). Because some of the analyses are similar to those

of the Freud weight, we omit some details in the proof and refer the readers to.22

The analysis starts from the following RHP for a 2 × 2 matrix valued function 𝑌 (𝑧):

(Y1) 𝑌 (𝑧) is analytic in ℂ⧵ℝ;

(Y2) 𝑌+(𝑥) = 𝑌−(𝑥)
(
1 𝑤(𝑥)
0 1

)
for any 𝑥 ∈ ℝ;

(Y3) 𝑌 (𝑧) =
(
𝐼 + (

1
𝑧

))(
𝑧𝑛 0
0 𝑧−𝑛

)
as 𝑧 → ∞.
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By the well-known theorem of Fokas, Its, and Kitaev,24 the unique solution of the above RHP is

given by

𝑌 (𝑧) =
⎛⎜⎜⎜⎝

𝜋𝑛(𝑧)
1
2𝜋𝑖 ∫ℝ

𝜋𝑛(𝑡)𝑤(𝑡)
𝑡 − 𝑧

𝑑𝑡

−2𝜋𝑖𝓁2
𝑛−1𝜋𝑛−1(𝑧) −𝓁2

𝑛−1 ∫ℝ
𝜋𝑛−1(𝑡)𝑤(𝑡)

𝑡 − 𝑧
𝑑𝑡

⎞⎟⎟⎟⎠, (49)

where 𝜋𝑛(𝑧) = 𝑧𝑛 +⋯ denotes the 𝑛-th monic orthogonal polynomial with respect to the measure

𝑤(𝑥)dx on ℝ, and 𝓁𝑛 > 0 denotes the leading coefficient of the 𝑛-th orthonormal polynomial 𝑝𝑛(𝑧) =
𝓁𝑛𝜋𝑛(𝑧).

4.1 The scaling and normalization, 𝒀 (𝒛) → 𝑼 (𝒛) → 𝑻 (𝒛)
The first transformation 𝑌 (𝑧) → 𝑈 (𝑧) is a scaling transformation. Define 𝑈 (𝑧) = 𝑛−𝑛𝜎3𝑌 (𝑛𝑧), where

𝜎3 =
(
1 0
0 −1

)
. Then, 𝑈 (𝑧) satisfies the following RHP:

(U1) 𝑈 (𝑧) is analytic in ℂ⧵ℝ;

(U2) 𝑈+(𝑥) = 𝑈−(𝑥)
(
1 𝑤(𝑛𝑥)
0 1

)
for any 𝑥 ∈ ℝ;

(U3) 𝑈 (𝑧) =
(
𝐼 + (

1
𝑧

))(
𝑧𝑛 0
0 𝑧−𝑛

)
as 𝑧 → ∞.

To normalize condition (U3) in the RHP for 𝑈 , we introduce the second transformation, 𝑈 (𝑧) →
𝑇 (𝑧), as follows,

𝑇 (𝑧) = 𝐷(∞, 𝑛)−𝜎3𝑒
− 𝑙

2 𝑛𝜎3𝑈 (𝑧)𝑒−𝑛(𝑔(𝑧)− 𝑙

2 )𝜎3𝐷(𝑧, 𝑛)𝜎3 , 𝑧 ∈ ℂ⧵ℝ,

where 𝑔(𝑧), 𝐷(𝑧, 𝑛), and 𝐷(∞, 𝑛) are defined in Section 2. Then, according to (16) and Lemma 1 and

the fact 𝐷+(𝑥, 𝑛)𝐷−(𝑥, 𝑛) = 𝑤(𝑛𝑥)𝑒𝑛𝜋|𝑥| for all 𝑥 ∈ (−1, 1), we see that 𝑇 (𝑧) satisfies the following

RHP:

(T1) 𝑇 (𝑧) is analytic in ℂ⧵ℝ;

(T2)

𝑇+(𝑥) = 𝑇−(𝑥)

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎝
𝐷+(𝑥,𝑛)
𝐷−(𝑥,𝑛)

𝑒2𝑛𝜙+(𝑥) 1

0 𝐷−(𝑥,𝑛)
𝐷+(𝑥,𝑛)

𝑒2𝑛𝜙−(𝑥)

⎞⎟⎟⎠, 𝑥 ∈ (0, 1),

⎛⎜⎜⎝
𝐷+(𝑥,𝑛)
𝐷−(𝑥,𝑛)

𝑒2𝑛𝜙̃+(𝑥) 1

0 𝐷−(𝑥,𝑛)
𝐷+(𝑥,𝑛)

𝑒2𝑛𝜙̃−(𝑥)

⎞⎟⎟⎠, 𝑥 ∈ (−1, 0),

⎛⎜⎜⎝
1 1

𝑊 (𝑥,𝑛)

0 1

⎞⎟⎟⎠, 𝑥 > 1,

⎛⎜⎜⎝
1 1

𝑊 (𝑥,𝑛)

0 1

⎞⎟⎟⎠, 𝑥 < −1;

(50)

(T3) 𝑇 (𝑧) = 𝐼 + (
1
𝑧

)
as 𝑧 → ∞.
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F I G U R E 2 The jump contour Σ𝑆

4.2 The steepest descent factorization, 𝑻 (𝒛) → 𝑺(𝒛)
Because the jump matrix of 𝑇 (𝑧) on (−1, 1) is rapid oscillatory, the steepest descent factorization is

needed. Define

𝑆(𝑧) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

𝑇 (𝑧), 𝑧 ∈ Ωout

𝑇 (𝑧)
⎛⎜⎜⎝

1 0

−𝑊 (𝑧, 𝑛) 1

⎞⎟⎟⎠, 𝑧 ∈ I ∪ II,

𝑇 (𝑧)
⎛⎜⎜⎝

1 0

𝑊 (𝑧, 𝑛) 1

⎞⎟⎟⎠, 𝑧 ∈ III ∪ IV,

(51)

where 𝑊 (𝑧, 𝑛) is defined in (28), I, II, III, IV, and Ωout are regions described in Figure 2. Then, 𝑆(𝑧)
satisfies the following RHP.

(S1) 𝑆(𝑧) is analytic in ℂ⧵Σ𝑆 , where Σ𝑆 =
⋃8

𝑘=1 Σ𝑘;

(S2) 𝑆(𝑧) has the following jump conditions on Σ𝑆

𝑆+(𝑧) = 𝑆−(𝑧)

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎝
1 0

𝑊 (𝑧, 𝑛) 1

⎞⎟⎟⎠, 𝑧 ∈ Σ1 ∪ Σ3 ∪ Σ4 ∪ Σ6,

⎛⎜⎜⎝
0 1

−1 0

⎞⎟⎟⎠, 𝑧 ∈ Σ2 ∪ Σ5,

⎛⎜⎜⎝
1 1

𝑊 (𝑧,𝑛)

0 1

⎞⎟⎟⎠, 𝑧 ∈ Σ7,

⎛⎜⎜⎝
1 1

𝑊 (𝑧,𝑛)

0 1

⎞⎟⎟⎠, 𝑧 ∈ Σ8;

(52)

(S3) 𝑆(𝑧) = 𝐼 + (
1
𝑧

)
as 𝑧 → ∞.
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4.3 The parametrix for the outer region
According to (27) and the facts that Re𝜙(𝑧) < 0 (Re 𝜙̃(𝑧) < 0) on Σ1,Σ3 (Σ4,Σ6) and Re𝜙(𝑧) >
0 (Re 𝜙̃(𝑧) > 0) on Σ8 (Σ7), we know that the jump matrices in (52) tend to the identity matrix as

𝑛 → ∞ when 𝑧 ∈ ℂ⧵[−1, 1]. Hence, we expect that, in the outer region Ω𝑜𝑢𝑡, the asymptotic behaviors

of 𝑆(𝑧) can be approximated by a matrix valued function 𝑁(𝑧) which satisfies the following RHP:

(N1) 𝑁(𝑧) is analytic in ℂ⧵[−1, 1] and only has weak singularities at ±1;

(N2) For any 𝑥 ∈ (−1, 1), 𝑁+(𝑥) = 𝑁−(𝑥)
(

0 1
−1 0

)
;

(N3) 𝑁(𝑧) = 𝐼 + ( 1
𝑧
) as 𝑧 → ∞.

According to Ref. 25 Prop. 5.2, the solution of the above RHP is given by

𝑁(𝑧) =

(
𝑁11 𝑁12

𝑁21 𝑁22

)
=

⎛⎜⎜⎜⎝
𝑎(𝑧) + 𝑎(𝑧)−1

2
𝑎(𝑧) − 𝑎(𝑧)−1

2𝑖
𝑎(𝑧) − 𝑎(𝑧)−1

−2𝑖
𝑎(𝑧) + 𝑎(𝑧)−1

2

⎞⎟⎟⎟⎠, (53)

where 𝑎(𝑧) = (𝑧−1)1∕4
(𝑧+1)1∕4 .

4.4 A local parametrix near 𝒛 = 𝟎
According to (52), the jump matrices of 𝑆(𝑧) on Σ1,Σ3,Σ4,Σ6 do not uniformly tend to identity when

𝑧 → 0. Moreover, the function 𝑊 (𝑧, 𝑛) may have infinitely many poles on the imaginary axis. which

accumulate at the origin as 𝑛 → ∞. Hence, to derive the uniform asymptotic behavior of the RHP for

𝑆(𝑧), we introduce a new function 𝑄(𝑧, 𝑛)—see (29)—to eliminate the residues of the poles of 𝑊 (𝑧, 𝑛)
and construct a local parametrix near 𝑧 = 0. By a careful analysis, we find that it is not necessary to

construct the exact parametrix using special functions, instead an asymptotic parametrix would serve

the purpose.

Denote Ω0 = {|𝑧| ≤ 𝜌} and let 𝑈0 be a neighborhood of Ω0, where 𝜌 > 0 is any fixed constant.

Moreover, we divide Ω0 into six regions Ω0𝑗 , 𝑗 = 1,… , 6, whose boundaries are denoted by Γ𝑗 and

Σ𝑗 ; see Figure 3.

Set

𝑃 (0)(𝑧) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

𝑁(𝑧)

(
1 0

𝑊 (𝑧, 𝑛) −𝑄(𝑧, 𝑛) 1

)
, 𝑧 ∈ Ω02;

𝑁(𝑧)

(
1 0

−𝑄(𝑧, 𝑛) 1

)
, 𝑧 ∈ Ω01 ∪ Ω03;

𝑁(𝑧)

(
1 0

𝑄(𝑧, 𝑛) 1

)
, 𝑧 ∈ Ω04 ∪ Ω06;

𝑁(𝑧)

(
1 0

−𝑊 (𝑧, 𝑛) +𝑄(𝑧, 𝑛) 1

)
, 𝑧 ∈ Ω05.

(54)
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F I G U R E 3 The jump contour Σ𝑝 for 𝑃 (0)(𝑧)

Then, 𝑃 (0)(𝑧) is analytic in 𝑈0⧵Σ𝑝 and satisfies the following jump conditions,

𝑃
(0)
+ (𝑧) = 𝑃 (0)

− (𝑧)

⎧⎪⎪⎪⎨⎪⎪⎪⎩

⎛⎜⎜⎝
1 0

𝑊 (𝑧, 𝑛) 1

⎞⎟⎟⎠, if 𝑧 ∈
(
Σ1 ∪ Σ3 ∪ Σ4 ∪ Σ6

)
∩ 𝑈0,

⎛⎜⎜⎝
−𝑄(𝑧, 𝑛) 1

−1 +𝑄(𝑧, 𝑛)2 −𝑄(𝑧, 𝑛)

⎞⎟⎟⎠, if 𝑧 ∈
(
Σ2 ∪ Σ5

)
∩ 𝑈0,

(55)

where Σ𝑝 = (
⋃6

𝑗=1 Γ𝑗) ∪ (
⋃6

𝑗=1(Σ𝑗 ∩ Ω0)). Although the jump of 𝑆(𝑧) on (Σ2 ∪ Σ5) ∩ Ω0 cannot

be completely canceled by the parametrix 𝑃 (0)(𝑧), it can be rigorously proved that 𝑆(𝑧) can be

approximated by 𝑃 (0)(𝑧) as 𝑛 → ∞ uniformly for 𝑧 ∈ Ω0. Indeed, when 𝑧 ∈ Σ0, the jump matrix of

𝑆(𝑧)𝑃 (0)(𝑧)−1 is

𝐽0 = 𝑁−(𝑧)

(
1 0

𝑄(𝑧, 𝑛) 1

)(
0 1

−1 0

)(
1 0

𝑄(𝑧, 𝑛) 1

)(
0 −1

1 0

)
𝑁−(𝑧)−1

= 𝑁−(𝑧)

(
1 −𝑄(𝑧, 𝑛)

𝑄(𝑧, 𝑛) 1 −𝑄(𝑧, 𝑛)2

)
𝑁−(𝑧)−1.

It follows from Lemma 3 and (53) that

𝐽0 = 𝐼 + 
(

1
𝑛2𝑝1

)
, 𝑛 → ∞ (56)
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uniformly for all 𝑧 ∈ Σ0. Furthermore, by Lemmas 3 and 4, we immediately have

𝑃 (0)(𝑧)𝑁(𝑧)−1 = 𝐼 + 
(

1
𝑛2𝑝1

)
(57)

as 𝑛 → ∞ uniformly for 𝑧 ∈ 𝜕Ω0 =
⋃6

𝑗=1 Γ𝑗 .

4.5 The local parametrix near 𝒛 = ±𝟏
Note that the jump matrix for 𝑆(𝑧) does not uniformly tend to the identity as 𝑛 → ∞ when 𝑧 ∈ Σ𝑘, 𝑘 =
1, 3, 4, 6 and near ±1. This implies that 𝑆(𝑧)𝑁(𝑧)−1 does not uniformly tend to the identity in any

neighborhood of ±1. Hence, we need to construct two local parametrices near ±1, respectively. For the

sake of convenience, we denote a small but fixed neighborhood {𝑧; |𝑧 − 1| < 𝛿} of 𝑧 = 1 by 𝑈𝛿 , and

the corresponding neighborhood of 𝑧 = −1 by 𝑈̃𝛿 .

First, we introduce a parametrix 𝑃 (1)(𝑧) near 𝑧 = 1 by the following RHP:

(P1) 𝑃 (1)(𝑧) is analytic in the 𝑈𝛿0
⧵Σ, where 𝛿0 > 𝛿;

(P2) 𝑃
(1)
+ (𝑧) = 𝑃 (1)

− (𝑧)𝐽 (1)
𝑃

(𝑧) on 𝑈𝛿 ∩ Σ, where

𝐽𝑃 (1) (𝑧) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎝
1 0

𝑊 (𝑧, 𝑛) 1

⎞⎟⎟⎠, if 𝑧 ∈ 𝑈𝛿 ∩ (Σ1 ∪ Σ3),

⎛⎜⎜⎝
0 1

−1 0

⎞⎟⎟⎠, if 𝑧 ∈ 𝑈𝛿 ∩ Σ2,

⎛⎜⎜⎝
1 1

𝑊 (𝑧,𝑛)

0 1

⎞⎟⎟⎠, if 𝑧 ∈ 𝑈𝛿 ∩ Σ8.

(58)

(P3) On 𝜕Ω0, 𝑃 (1)(𝑧)𝑁(𝑧)−1 = 𝐼 + (𝑛−1) as 𝑛 → ∞.

Set 𝑃 (1)(𝑧) = 𝑃 (𝑧)( 𝐷(𝑧,𝑛)2
𝑤(𝑛𝑧)𝑒𝜋𝑛𝑧 )

− 𝜎3
2 , then 𝑃+(𝑧) = 𝑃−(𝑧)𝐽𝑃 (𝑧) on 𝑈𝛿 ∩ Σ, where

𝐽𝑃 (𝑧) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎝
1 0

𝑒2𝑛𝜙(𝑧) 1

⎞⎟⎟⎠, if 𝑧 ∈ 𝑈𝛿 ∩ (Σ1 ∪ Σ3),

⎛⎜⎜⎝
0 1

−1 0

⎞⎟⎟⎠, if 𝑧 ∈ 𝑈𝛿 ∩ Σ2,

⎛⎜⎜⎝
1 𝑒−2𝑛𝜙(𝑧)

0 1

⎞⎟⎟⎠, if 𝑧 ∈ 𝑈𝛿 ∩ Σ8.

(59)
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Denote 𝜔 = 𝑒2𝑖𝜋∕3 and 𝜁 = (32𝑛𝜙(𝑧))
2
3 . We follow the arguments in Ref. 22 Sec. 5 to obtain 𝑃 (𝑧) =

𝐸𝑛(𝑧)Ψ(𝜁 )𝑒𝑛𝜙(𝑧)𝜎3 , where

𝐸𝑛(𝑧) = 𝑁(𝑧)
(

𝐷(𝑧, 𝑛)2

𝑤(𝑛𝑧)𝑒𝜋𝑛𝑧

) 𝜎3
2 √

𝜋𝑒
𝑖𝜋

6

(
1 −1

−𝑖 −𝑖

)
𝜁

1
4𝜎3 , (60)

and

Ψ(𝜁 ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎝
Ai(𝜁 ) Ai(𝜔2𝜁 )

Ai′(𝜁 ) 𝜔2Ai′(𝜔2)

⎞⎟⎟⎠𝑒−
𝑖𝜋

6 𝜎3 , if arg 𝜁 ∈
(
0, 2𝜋3

)
,

⎛⎜⎜⎝
Ai(𝜁 ) Ai(𝜔2𝜁 )

Ai′(𝜁 ) 𝜔2Ai′(𝜔2)

⎞⎟⎟⎠𝑒−
𝑖𝜋

6 𝜎3
⎛⎜⎜⎝
1 0

−1 1

⎞⎟⎟⎠, if arg 𝜁 ∈
(
2𝜋
3 , 𝜋

)
,

⎛⎜⎜⎝
Ai(𝜁 ) −𝜔2Ai(𝜔2𝜁 )

Ai′(𝜁 ) −Ai′(𝜔2)

⎞⎟⎟⎠𝑒−
𝑖𝜋

6 𝜎3
⎛⎜⎜⎝
1 0

1 1

⎞⎟⎟⎠, if arg 𝜁 ∈
(
−𝜋,−2𝜋

3

)
,

⎛⎜⎜⎝
Ai(𝜁 ) −𝜔2Ai(𝜔2𝜁 )

Ai′(𝜁 ) Ai′(𝜔2)

⎞⎟⎟⎠𝑒−
𝑖𝜋

6 𝜎3 , if arg 𝜁 ∈
(
−2𝜋

3 , 0
)
.

(61)

Lemma 6. The function 𝐸𝑛(𝑧) given in (60) is an analytic function in 𝑈𝛿 , and

𝑃 (1)(𝑧)𝑁(𝑧)−1 = 𝐼 + (𝑛−1) as 𝑛 → ∞ (62)

uniformly for all 𝑧 ∈ 𝜕𝑈𝛿 .

Proof. First, we show that 𝐸𝑛(𝑧) is analytic in 𝑈𝛿 . In fact, from its definition in (60), 𝐸𝑛(𝑧) is analytic

in 𝑈𝛿⧵(−∞, 1], and for 𝑧 ∈ (0, 1)

(𝐸𝑛)+(𝑧) = 𝑁+(𝑧)
(

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧

𝐷+(𝑧, 𝑛)2

) 𝜎3
2 √

𝜋𝑒
𝑖𝜋

6

(
1 −1

−𝑖 −𝑖

)
𝜁

1
4 +𝜎3

= 𝑁−(𝑧)
(

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧

𝐷−(𝑧, 𝑛)2

) 𝜎3
2 √

𝜋𝑒
𝑖𝜋

6

(
1 −1

−𝑖 −𝑖

)
𝜁

1
4𝜎3− 𝜁

−1
4𝜎3−

(
1 −1

−𝑖 −𝑖

)−1

×
(

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧

𝐷−(𝑧, 𝑛)2

)− 𝜎3
2
(

0 1

−1 0

)(
𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧

𝐷+(𝑧, 𝑛)2

) 𝜎3
2
(

1 −1

−𝑖 −𝑖

)
𝜁

1
4𝜎3
+

= (𝐸𝑛)−(𝑧)𝜁
−1

4𝜎3−

(
1 −1

−𝑖 −𝑖

)−1( 0 1

−1 0

)(
1 −1

−𝑖 −𝑖

)
𝜁

1
4𝜎3
+ .

(63)

Recalling that 𝜙(𝑧) ∼ 2
√
2

3 (𝑧 − 1)
3
2 as 𝑧 → 1 (see (21) in Lemma 1) and 𝜁 = (32𝑛𝜙(𝑧))

2
3 , we have 𝜁

1
4
+ =

𝑖𝜁
1
4− for 𝑧 ∈ (0, 1). Substituting this into (63), we immediately get (𝐸𝑛)+(𝑧) = (𝐸𝑛)−(𝑧) for 𝑧 ∈ (0, 1).

In addition, 𝑁(𝑧), 𝜁
1
4𝜎3 = ((𝑧 − 1)−

1
4 ) as 𝑧 → 1, then 𝐸𝑛(𝑧) = ((𝑧 − 1)−

1
2 ). Therefore, we conclude

that 𝑧 = 1 is a removable singularity of 𝐸𝑛(𝑧).
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Ũδ Uδ

Ωout

Ωout

Ω+
0

Ω−
0

Σ1

Σ3

Σ4

Σ6

∂Uδ∂Ũδ
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F I G U R E 4 The reduced jump contour Σ𝑅 for 𝑅(𝑧)

Now we show that 𝑃 (1)(𝑧)𝑁(𝑧)−1 = 𝐼 + (𝑛−1) as 𝑛 → ∞ uniformly for all 𝑧 ∈ 𝜕𝑈𝛿 . According to

Ref. 22 Lemma 5.12, it is readily seen that

𝑃 (1)(𝑧)𝑁(𝑧)−1 = 𝑁(𝑧)
(

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧

𝐷(𝑧, 𝑛)2

) 𝜎3
2
[𝐼 + (𝑛−1)]

(
𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧

𝐷(𝑧, 𝑛)2

)−𝜎3
2

𝑁(𝑧)−1. (64)

This implies (62) by noting that 𝑁(𝑧)(𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧
𝐷(𝑧,𝑛)2 )

𝜎3
2 = (1) uniformly for 𝑧 ∈ 𝜕𝑈𝛿 . ■

Because 𝜙̃(𝑧) = 𝜙(−𝑧) and 𝑊 (𝑧, 𝑛) is an even function (see (28)), the parametrix 𝑃 (−1)(𝑧) in 𝑈̃𝛿

can be constructed by the symmetry relation 𝑃 (−1)(𝑧) = 𝑃 (1)(−𝑧).

4.6 The final transformation, 𝑺(𝒛) → 𝑹(𝒛)
In the final transformation, we define

𝑅(𝑧) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝑆(𝑧)𝑃 (1)(𝑧)−1, 𝑧 ∈ 𝑈𝛿⧵Σ,

𝑆(𝑧)𝑃 (−1)(𝑧)−1, 𝑧 ∈ 𝑈̃𝛿⧵Σ,

𝑆(𝑧)𝑃 (0)(𝑧)−1, 𝑧 ∈ Ω0⧵Σ,

𝑆(𝑧)𝑁(𝑧)−1, 𝑧 ∈ ℂ⧵
(
𝑈𝛿 ∪ 𝑈̃𝛿 ∪ Ω0 ∪ Σ

)
,

(65)

where Σ =
⋃8

𝑘=1 Σ𝑘; see Figure 3. Then, 𝑅(𝑧) satisfies the following RHP:

(R1) 𝑅(𝑧) is analytic in ℂ⧵Σ𝑅, where Σ𝑅 is the reduced jump contour of 𝑅(𝑧) described in Figure 4.

To avoid the abuse of notations, we denote Σ0 = (Σ2 ∪ Σ5) ∩ (Ω0).
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(R2) 𝑅+(𝑧) = 𝑅−(𝑧)𝐽𝑅(𝑧), where

𝐽𝑅(𝑧) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

𝑃 (1)(𝑧)𝑁(𝑧)−1, 𝑧 ∈ 𝜕𝑈𝛿,

𝑃 (−1)(𝑧)𝑁(𝑧)−1, 𝑧 ∈ 𝜕𝑈̃𝛿,

𝑁(𝑧)
⎛⎜⎜⎝

1 0

𝑊 (𝑧, 𝑛) 1

⎞⎟⎟⎠𝑁(𝑧)−1, 𝑧 ∈
(
Σ1 ∪ Σ3 ∪ Σ4 ∪ Σ6

)
⧵
(
𝑈𝛿 ∪ 𝑈̃𝛿

)
,

𝑃 (0)(𝑧)𝑁(𝑧)−1 𝑧 ∈
6⋃

𝑘=1
Γ𝑘,

𝐽0, 𝑧 ∈ Σ0,

𝑁(𝑧)
⎛⎜⎜⎝
1 1

𝑊 (𝑧,𝑛)

0 1

⎞⎟⎟⎠𝑁(𝑧)−1, 𝑧 ∈ Σ7⧵𝑈̃𝛿,

𝑁(𝑧)
⎛⎜⎜⎝
1 1

𝑊 (𝑧,𝑛)

0 1

⎞⎟⎟⎠𝑁(𝑧)−1, 𝑧 ∈ Σ8⧵𝑈𝛿.

(66)

(R3) 𝑅(𝑧) = 𝐼 + (
1
𝑧

)
as 𝑧 → ∞.

Lemma 7. As 𝑛 → ∞, there exists 𝜎 > 0 such that

𝐽𝑅(𝑧) =

⎧⎪⎪⎨⎪⎪⎩

𝐼 + (
1
𝑛

)
, 𝑧 ∈ 𝜕𝑈𝛿 ∪ 𝜕𝑈̃𝛿,

𝐼 + (
1

𝑛2𝑝1

)
, 𝑧 ∈

(
6⋃

𝑘=1
Γ𝑘

)
∪ Σ0,

𝐼 + (𝑛|𝛼|𝑒−𝜎𝑛), 𝑧 ∈
(
Σ1 ∪ Σ3 ∪ Σ4 ∪ Σ6 ∪ Σ7 ∪ Σ8

)
⧵
(
𝑈𝛿 ∪ 𝑈̃𝛿 ∪ Ω0

)
,

(67)

where 𝑐 = min{1
2 , 𝑝1} as given previously.

Proof. Note that 𝑁(𝑧) is independent of 𝑛. In view of (56), (57), and (62), it is left to show that

𝐽𝑅(𝑧) = 𝐼 + (𝑛|𝛼|𝑒−𝜎𝑛), 𝑧 ∈
(
Σ1 ∪ Σ3 ∪ Σ4 ∪ Σ6 ∪ Σ7 ∪ Σ8

)
⧵
(
𝑈𝛿 ∪ 𝑈̃𝛿 ∪ Ω0

)
. (68)

From the definition of 𝜙(𝑧) (resp. 𝜙̃(𝑧)) in (12) (resp. in (13)), and its asymptotic behavior near 𝑧 =
1(resp. 𝑧 = −1) in (21), it is readily seen that Re𝜙(𝑧) < 0 (resp. Re 𝜙̃(𝑧) < 0) on Σ1,Σ3 (resp. Σ4,Σ6)
and Re𝜙(𝑧) > 0 (resp. Re 𝜙̃(𝑧) > 0) on Σ8 (resp. Σ7). Meanwhile, according to (27) and the definition

of 𝑊 (𝑧, 𝑛) in (28), there exists 𝜎 > 0 such that as 𝑛 → ∞

𝑊 (𝑧, 𝑛) = 𝐷(𝑧, 𝑛)2𝑒2𝑛𝜙(𝑧)

𝑤(𝑛𝑧)𝑒𝜋𝑛𝑧
= (

𝑛|𝛼|𝑒−𝜎𝑛
)
, 𝑧 ∈

(
Σ1 ∪ Σ3 ∪ Σ4 ∪ Σ6

)
⧵
(
𝑈𝛿 ∪ 𝑈̃𝛿 ∪ Ω0

)
,

1
𝑊 (𝑧,𝑛) =

𝑤(𝑛𝑧)𝑒𝜋𝑛𝑧

𝐷(𝑧, 𝑛)2𝑒2𝑛𝜙(𝑧)
= (

𝑛|𝛼|𝑒−𝜎𝑛
)
, 𝑧 ∈

(
Σ7 ∪ Σ8

)
⧵
(
𝑈𝛿 ∪ 𝑈̃𝛿 ∪ Ω0

)
,

which immediately implies (68). ■
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Note from (12) and (13) that 𝜙(𝑥) = 𝜙̃(−𝑥) ∼ 𝜋𝑥∕2 as 𝑥 → +∞. Hence, the Stieltjes transform of

𝐽𝑅(𝑧) is integrable on Σ7 and Σ8. By9 and (67), we have

𝑅(𝑧) = 𝐼 + 
(

1
𝑛2𝑐

)
, as 𝑛 → ∞, (69)

uniformly for all 𝑧 ∈ ℂ⧵Σ𝑅, where 𝑐 = min{1
2 , 𝑝1}.

4.7 Proof of the main results
The main idea to prove the main theorems is tracing back the transformations 𝑌 → 𝑈 → 𝑇 → 𝑆 → 𝑅

and making use of the fact 𝜋𝑛(𝑛𝑧) = 𝑌11(𝑛𝑧).

Proof of Theorem 1. For 𝑧 ∈ Ω𝑜𝑢𝑡, by tracing back the transformations, it can be seen that

𝑌 (𝑛𝑧) = 𝑛𝑛𝜎3𝑒
𝑛𝑙

2 𝜎3𝐷(∞, 𝑛)𝜎3𝑅(𝑧)𝑁(𝑧)𝐷(𝑧, 𝑛)−𝜎3𝑒
𝑛(𝑔(𝑧)− 𝑙

2 )𝜎3 .

Because 𝑅(𝑧) = 𝐼 + (
1
𝑛2𝑐

)
, we have

𝜋𝑛(𝑛𝑧) = 𝑌11(𝑛𝑧) =
𝑛𝑛𝐷(∞, 𝑛)𝑁11𝑒

𝑛𝑔(𝑧)

𝐷(𝑧, 𝑛)

(
1 + 

(
1
𝑛2𝑐

))
, 𝑛 → ∞. (70)

Substituting (26) into (70), noting (17), and observing that

𝐷(∞, 𝑛) = 2−
𝛼

2 𝛽𝑛
𝛼

2

(
1 + 

(
1
𝑛2𝑐

))
(71)

and

𝑁11 =
1
2

(
(𝑧 − 1)

1
4

(𝑧 + 1)
1
4

+ (𝑧 + 1)
1
4

(𝑧 − 1)
1
4

)
= (𝑧 +

√
𝑧2 − 1)

1
2√

2(𝑧2 − 1)
1
4

, (72)

we get (36).

For 𝑧 ∈ Ω𝑟
𝑖𝑛

and Im 𝑧 ≥ 0 , we have in a similar way that

𝑌 (𝑛𝑧) = 𝑛𝑛𝜎3𝑒
𝑛𝑙

2 𝜎3𝐷(∞, 𝑛)𝜎3𝑅(𝑧)𝑁(𝑧)
⎛⎜⎜⎝

1 0
𝐷(𝑧,𝑛)2𝑒2𝑛𝜙(𝑧)
𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧 1

⎞⎟⎟⎠𝐷(𝑧, 𝑛)−𝜎3𝑒
𝑛(𝑔(𝑧)− 𝑙

2 )𝜎3 .

Taking the (1,1) entry of 𝑌 (𝑛𝑧), we obtain

𝜋𝑛(𝑛𝑧) =
𝑛𝑛𝐷(∞, 𝑛)𝑒𝑛𝑔(𝑧)

𝐷(𝑧, 𝑛)

[
𝑁11

(
1 + 

(
1
𝑛2𝑐

))
+𝑁12

𝐷(𝑧, 𝑛)2𝑒2𝑛𝜙(𝑧)

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧

(
1 + 

(
1
𝑛2𝑐

))]
. (73)

Hence, (37) follows by substituting (17), (26), (27), (71), and (72) into (73) and noting the fact that

𝑁12 =
1
2𝑖

(
(𝑧 − 1)

1
4

(𝑧 + 1)
1
4

− (𝑧 + 1)
1
4

(𝑧 − 1)
1
4

)
= 𝑖(𝑧 +

√
𝑧2 − 1)−

1
2√

2(𝑧2 − 1)
1
4

. (74)
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For 𝑧 ∈ Ω𝑟
𝑖𝑛

and Im 𝑧 ≤ 0, a sign in the formula (73) is changed, which becomes

𝜋𝑛(𝑛𝑧) =
𝑛𝑛𝐷(∞, 𝑛)𝑒𝑛𝑔(𝑧)

𝐷(𝑧, 𝑛)

[
𝑁11

(
1 + 

(
1
𝑛2𝑐

))
−𝑁12

𝐷(𝑧, 𝑛)2𝑒2𝑛𝜙(𝑧)

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧

(
1 + 

(
1
𝑛2𝑐

))]
.

Hence, (37) also holds in this case because (𝑁11)+ = −(𝑁12)− and (𝑁12)+ = (𝑁11)−.

When 𝑧 ∈ 𝑈𝛿 , tracing back the transformations again, we have

𝑌 (𝑛𝑧) = 𝑛𝑛𝜎3𝑒
𝑙

2 𝑛𝜎3𝐷∞𝑅(𝑧)𝑃 (1)(𝑧)𝐷(𝑧, 𝑛)−𝜎3𝑒
𝑛(𝑔− 𝑙

2 )𝜎3

= 𝑛𝑛𝜎3𝑒
𝑙

2 𝑛𝜎3𝐷∞𝑅(𝑧)𝑁(𝑧)
(

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧

𝐷(𝑧, 𝑛)2

) 𝜎3
2 √

𝜋𝑒
𝜋𝑖

6 𝜎3

(
1 −1

−𝑖 −𝑖

)
𝜁

1
4𝜎3

×

(
Ai(𝜁 ) Ai(𝜔2𝜁 )

Ai′(𝜁 ) 𝜔2Ai′(𝜔2𝜁 )

)
𝑒
− 𝜋𝑖

6 𝜎3𝑒𝑛𝜙(𝑧)𝜎3
(

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧

𝐷(𝑧, 𝑛)2

)− 𝜎3
2
𝐷(𝑧, 𝑛)−𝜎3𝑒

𝑛(𝑔(𝑧)− 𝑙

2 )𝜎3 .

Because 𝑅(𝑧) = 𝐼 + (
1
𝑛2𝑐

)
as 𝑛 → ∞, we obtain

𝜋𝑛(𝑛𝑧) = 𝑌11(𝑛𝑧)

=
√

𝜋𝑛𝑛𝐷(∞, 𝑛)𝑒𝑛(𝜙(𝑧)+𝑔(𝑧))

𝐷(𝑧, 𝑛)

{
𝜁

1
4

[
𝑁11 − 𝑖

𝐷(𝑧, 𝑛)2

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧
𝑁12

]
Ai(𝜁 )

(
1 + 

(
1
𝑛2𝑐

))
−𝜁

−1
4

[
𝑁11 + 𝑖

𝐷(𝑧, 𝑛)2

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧
𝑁12

]
Ai′(𝜁 )

(
1 + (

1
𝑛2𝑐

))}
.

(75)

Substituting the explicit formulas of 𝜙(𝑧), 𝑔(𝑧), 𝑁11, 𝑁12, given in (12), (11), (72), (74), and the asymp-

totic behaviors of 𝐷(𝑧, 𝑛), 𝐷(𝑧,𝑛)2
𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧 , stated in (26), (27), into (75), we obtain (38). ■

Proof of Theorem 2. When 𝑧 ∈ Ω+
0 ,

𝑌 (𝑛𝑧) = 𝑛𝑛𝜎3𝑒
𝑛𝑙

2 𝜎3𝐷(∞, 𝑛)𝜎3𝑅(𝑧)𝑁(𝑧)

(
1 0

𝑊 (𝑧, 𝑛) −𝑄(𝑧, 𝑛) 1

)
𝐷(𝑧, 𝑛)−𝜎3𝑒

𝑛(𝑔(𝑧)− 𝑙

2 )𝜎3 .

Hence, in this case

𝜋𝑛(𝑛𝑧) =
𝑛𝑛𝐷(∞, 𝑛)𝑒𝑛𝑔(𝑧)

𝐷(𝑧, 𝑛)

[
𝑁11

(
1 + 

(
1
𝑛2𝑐

))
+ 𝑁12

(
𝐷(𝑧, 𝑛)2𝑒2𝑛𝜙(𝑧)

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧
−𝑄(𝑧, 𝑛)

)(
1 + (

1
𝑛2𝑐

))]
.

(76)

Recall the definitions of Φ1(𝑧, 𝑛),Φ2(𝑧, 𝑛),Φ3(𝑧, 𝑛) in (40), (41), (42), and 𝑁11, 𝑁12 in (72), (74).

Then, we immediately get (39) by substituting (71) into (76). Similarly, when 𝑧 ∈ Ω−
0 , we have

𝜋𝑛(𝑛𝑧) =
𝑛𝑛𝐷(∞, 𝑛)𝑒𝑛𝑔(𝑧)

𝐷(𝑧, 𝑛)

[
𝑁11

(
1 + 

(
1
𝑛2𝑐

))
−𝑁12

(
𝐷(𝑧, 𝑛)2𝑒2𝑛𝜙(𝑧)

𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧
−𝑄(𝑧, 𝑛)

)(
1 + (

1
𝑛2𝑐

))]
.

(77)
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We recall the definitions of Φ1(𝑧, 𝑛),Φ2(𝑧, 𝑛),Φ3(𝑧, 𝑛) in (40), (41), (42), and 𝑁11, 𝑁12 in (72), (74)

again. A combination of (71) and (77) also yields (39). ■

Proof of Corollary 2. As mentioned above, the function Φ2(𝑧, 𝑛) − Φ3(𝑧, 𝑛)𝑄(𝑧, 𝑛) is analytic in Ω+
0 .

Moreover, according to Lemma 4, we see thatΦ2(𝑧, 𝑛) − Φ3(𝑧, 𝑛)𝑄(𝑧, 𝑛) is asymptotically smaller than

Φ1(𝑧, 𝑛) in Ω+
𝜃

and Ω−
0 . Hence, we obtain (46) and (47) by replacing 𝑧 by

𝑧

𝑛
in (39), and noting the

definitions of 𝑔(𝑧), 𝜙(𝑧) in (11), (12), respectively, and the asymptotic behavior of 𝐷(𝑧, 𝑛) in (23).

When |𝑛𝑧| < 𝑝1 or arg 𝑧 ∈ [−𝜋

2 + 𝜖,
𝜋

2 − 𝜖], according to Lemma 3, we have

𝑄(𝑧, 𝑛) = 
(

1
𝑛2𝑝1

)
uniformly for 𝑧 ∈

{
arg(±𝑧) ∈

[
−𝜋

2
+ 𝜖,

𝜋

2
− 𝜖

]}
∪
{|𝑧| ≤ 𝑝1 − 𝑑

𝑛

}
with arbitrary small 𝑑 > 0. This implies that Φ3(𝑧, 𝑛)𝑄(𝑧, 𝑛) is smaller than Φ1(𝑧, 𝑛) + Φ2(𝑧, 𝑛) in this

case. Particularly, replacing 𝑧 by
𝑧

𝑛
with fixed 𝑧 satisfying | Im 𝑧| < 𝑝1 or arg 𝑧 ∈ [−𝜋

2 + 𝜖,
𝜋

2 − 𝜖] and

noting (23), we get (44). Note that 𝐷+(𝑥, 𝑛) = 𝐷−(𝑥, 𝑛) for all 𝑥 ∈ (−1, 1). Putting 𝑧 = 𝑥

𝑛
in (23), and

then taking the limit 𝑛 → ∞, we obtain that |ℎ(𝑥)| = |ℎ(−𝑥)| for all 𝑥 ∈ ℝ. Hence, (45) is a direct

implication of (44) by noting that argℎ(−𝑥) = − argℎ(𝑥) for all 𝑥 ∈ ℝ.

Finally, we note that if 𝑛𝑧 → 𝑖𝑝±1 and 𝑝1 >
1
2 , (46) and (47) still hold by choosing 1∕2 < 𝑐 < 𝑝1 in

Lemma 4. However, if 𝑛𝑧 → 𝑖𝑝±1 and 𝑝1 ≤ 1
2 , in view of Lemma 5, we only obtain (48). ■

5 THE CONTINUOUS DUAL HAHN POLYNOMIALS

Returning back to the special weight function in (5), we will derive the uniform asymptotic behavior

of the continuous dual Hahn polynomials in the whole plane. In this special case,

𝐴(𝑧) = Γ(𝑎 − 𝑧)Γ(𝑏 − 𝑧)Γ(𝑐 − 𝑧)∕Γ(1 − 2𝑧) (78)

whose zeros are 𝑝𝑘 = 𝑘∕2 with 𝑘 = 1, 2,… . Hence, applying Stirling’s approximation, we can obtain

that 𝛽 =
√
2𝜋, 𝛼 = 2(𝑎 + 𝑏 + 𝑐) − 4 andΘ(𝑖𝑧) = 𝑖𝑧 − 𝑖𝑧 log (−𝑖𝑧) + 2𝑖𝑧 log 2 in (6). It follows thatℎ(𝑧)

in (24) is given by

ℎ(𝑧) = Γ(𝑎 − 𝑖𝑧)Γ(𝑏 − 𝑖𝑧)Γ(𝑐 − 𝑖𝑧)
Γ(1 − 2𝑖𝑧)

exp{−𝑖𝑧 + 𝑖𝑧 log (−𝑖𝑧) − 2𝑖𝑧 log 2}. (79)

It is readily seen that |ℎ(𝑥)| = |ℎ(−𝑥)| for all 𝑥 ∈ ℝ because the parameters 𝑎, 𝑏, 𝑐 are positive except

for a possible pair of complex conjugates with positive real parts. Now we check that the weight func-

tion in (5) fulfills (H3). When | arg 𝑧 ± 𝜋

2 | > 𝜖, this can be immediately derived from (H2). However,

attention should be paid when 𝑧 is near the imaginary axis. One should use the reflection formula

Γ(𝑧)Γ(1 − 𝑧) = 𝜋𝑧

sin𝜋𝑧
and the ratio asymptotics of the gamma functions (see Ref. 26 (5.11.13)). We

only need to check it when Im 𝑧 > 0 and the case when Im 𝑧 < 0 is similar. When Im 𝑧 > 0, 𝐴(𝑖𝑧) ≠ 0
and

1
𝑤(𝑧)

= sin[𝜋(𝑎 + 𝑖𝑧)] sin[𝜋(𝑏 + 𝑖𝑧)] sin[𝜋(𝑐 + 𝑖𝑧)]Γ(1 − 𝑎 − 𝑖𝑧)Γ(1 − 𝑏 − 𝑖𝑧)Γ(1 − 𝑐 − 𝑖𝑧)
𝐴(𝑖𝑧)𝜋2Γ(−2𝑖𝑧) sin[2𝜋𝑖𝑧]

.

By Ref. 26, (5.11.13), it is easy to see that (H3) holds for the above weight function. Therefore, sub-

stituting (79) into the results in Theorems 1, 2, and Corollary 2, one can obtain the asymptotics of the
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F I G U R E 5 Comparisons of the exact values and the asymptotic approximations of 𝑛(𝑥). The blue curves

represent the asymptotic values of 𝑛(𝑥) and the red ones are the exact values

continuous dual Hahn polynomials. For example, when 𝑥 ∈ ℝ is fixed, substituting (79) into (45) and

noting that 𝑆𝑛(𝑥2) = (−1)𝑛 𝜋2𝑛+1(𝑥)
𝑥

, we get

𝑆𝑛(𝑥2) =
2𝛾2𝑛+1 cos

(
𝑥 log 𝑛 + arg𝐴(𝑖𝑥) − 𝜋

2

)
𝑥
√

𝑤(𝑥)

(
1 + (1

𝑛

))
, 𝑛 → ∞, (80)

where 𝛾𝑛 and 𝐴(𝑧) are given in (34) and (78), respectively. Similarly, when 𝑧 is on the imaginary axis,

we apply Theorem 2 to get the corresponding asymptotic behavior.

To compare our asymptotic results with the exact values, we recall the three-term recurrence

relation2 for the continuous dual Hahn polynomials. Set 𝑆𝑛(𝑥2; 𝑎, 𝑏, 𝑐) = (−1)𝑛𝐾𝑛𝑛(𝑥) with

𝐾𝑛 = 22𝑛
Γ
(

𝑛+1
2

)
Γ
(

𝑛+𝑎+𝑏

2

)
Γ
(

𝑛+𝑏+𝑐

2

)
Γ
(

𝑛+𝑐+𝑎

2

)
Γ
(
1
2

)
Γ
(

𝑎+𝑏

2

)
Γ
(

𝑏+𝑐

2

)
Γ
(

𝑐+𝑎

2

) .

Then, 𝑛(𝑥) satisfies

𝑛+1(𝑥) =
𝐾𝑛

𝐾𝑛+1

[
𝑥2 − 2𝑛2 − (2𝑎 + 2𝑏 + 2𝑐 − 1)𝑛 − 𝑎𝑏 − 𝑏𝑐 − 𝑎𝑐

]𝑛(𝑥) − 𝑛−1(𝑥) (81)

with the initial conditions 0(𝑥) = 1 and 1(𝑥) =
𝐾0
𝐾1

(𝑥2 − 𝑎𝑏 − 𝑏𝑐 − 𝑎𝑐). Hence, we can compute the

exact values of 𝑛(𝑥) via the above recurrence relation. Figures 5 and 6 show the comparisons of the

exact values and the asymptotic approximations of 𝑛(𝑥) on the real and imaginary axes, respectively.
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F I G U R E 6 Comparisons of the exact values and the asymptotic approximations of 𝑛(𝑖𝑥). The blue curves

represent the asymptotic values of 𝑛(𝑖𝑥) and the red ones are the exact values
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APPENDIX A: PROOF OF LEMMA 2
For any fixed 𝑛, set

𝑑(𝑧, 𝑛) = 𝐷(𝑧, 𝑛)∕ℎ(±𝑛𝑧), ± Im 𝑧 > 0. (A.1)

Recalling that 𝐷(𝑧, 𝑛) is analytic in ℂ⧵[−1, 1] and 𝐷+(𝑥, 𝑛)𝐷−(𝑥, 𝑛) = 𝑤(𝑛𝑥)𝑒𝑛𝜋|𝑥|, 𝑥 ∈ (−1, 1), and

using the definitions of ℎ(𝑧) in (24) and Θ0(𝑧) in (25), we see that 𝑑(𝑧, 𝑛) is analytic in ℂ⧵ℝ, and{
𝑑+(𝑥, 𝑛)𝑑−(𝑥, 𝑛) = 𝑒𝜋|𝑥|+Θ0(𝑖𝑥)+Θ0(−𝑖𝑥) = 1, 𝑥 ∈ (−1, 0) ∪ (0, 1),
𝑑+(𝑥, 𝑛)ℎ(𝑛𝑥) = 𝑑−(𝑥, 𝑛)ℎ(−𝑛𝑥), 𝑥 ∈ (−∞,−1) ∪ (1,+∞).

(A.2)

Because Θ0(𝑧) has at most a weak singularity at 0, the function

𝑑(𝑧, 𝑛) =
log 𝑑(𝑧, 𝑛)√

𝑧2 − 1
, (A.3)

is integrable near 0, and 𝑑+(𝑥, 𝑛) − 𝑑−(𝑥, 𝑛) = 0 for all 𝑥 ∈ (−1, 0) ∪ (0, 1). Hence, 𝑑(𝑧, 𝑛) is analytic

in ℂ⧵((−∞,−1] ∪ [1,+∞)) and

𝑑+(𝑥, 𝑛) − 𝑑−(𝑥, 𝑛) = ±
logℎ(−𝑛𝑥) − logℎ(𝑛𝑥)√

𝑥2 − 1
, ±𝑥 > 1. (A.4)

Meanwhile, because lim𝑧→∞ 𝐷(𝑧, 𝑛) = 𝐷(∞, 𝑛) ≠ 0, we see that 𝑑(𝑧, 𝑛) = (𝑧− 𝛼

2 ) as 𝑧 → ∞ by

using the definition of ℎ(𝑛𝑧) in (24) and (25) and the asymptotic behavior of 𝐴(𝑖𝑛𝑧) in (6). Hence,

lim𝑧→∞ 𝑑(𝑧, 𝑛) = 0. According to the Plemelj formula, we get

𝑑(𝑧, 𝑛) = 1
2𝜋𝑖 ∫

−1

−∞

logℎ(𝑛𝑡) − logℎ(−𝑛𝑡)√
𝑡2 − 1(𝑡 − 𝑧)

𝑑𝑡 + 1
2𝜋𝑖 ∫

∞

1

logℎ(−𝑛𝑡) − logℎ(𝑛𝑡)√
𝑡2 − 1(𝑡 − 𝑧)

𝑑𝑡. (A.5)

Making use of (24), (25), and (6) again, we see that

logℎ(𝑛𝑡) − logℎ(−𝑛𝑡) = ∓𝛼𝜋𝑖

2

(
1 + ( 1

𝑛𝑡

))
, |𝑛𝑡| → ∞ (A.6)

uniformly for arg(±𝑡) ∈ [−𝜋

2 + 𝜖,
𝜋

2 − 𝜖], where 𝜖 > 0 is given in (H2). Hence, the two integrals in

(A.5) are both integrable.

Now, we claim that as 𝑛 → ∞,

𝑑(𝑧, 𝑛) =
− 𝛼

2 log(𝑧+
√

𝑧2−1)± 𝛼𝜋𝑖

4√
𝑧2−1

(
1 + (

1
𝑛

))
, ± Im 𝑧 > 0 (A.7)

which holds uniformly for all 𝑧 ∈ ℂ⧵ℝ, or by taking limits to the real axis from the upper and lower

half plane, respectively. In fact, it suffices to show that

Δ ∶=
√

𝑧2 − 1
2𝜋𝑖 ∫

∞

1

logℎ(−𝑛𝑡) − logℎ(𝑛𝑡) + 𝛼𝜋𝑖

2√
𝑡2 − 1(𝑡 − 𝑧)

𝑑𝑡 = (1
𝑛

)
, 𝑛 → ∞ (A.8)
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uniformly for all 𝑧. When 𝑧 is away from [1,+∞), this can be directly obtained by (A.6). When 𝑧 →
[1,+∞), without loss of generality, we assume 𝑧 ∈ {| arg(𝑧 − 1

2 )| < 𝜋

2 − 𝜖}. Let  be the two radials

{| arg(𝑧 − 1
2 )| = 𝜋

2 − 𝜖}. Then, by the Cauchy theorem,

2𝑖Δ =
√

𝑧2 − 1
2𝜋𝑖 ∫

log ℎ(−𝑛𝑡)
ℎ(𝑛𝑡) + 𝛼𝜋𝑖

2√
1 − 𝑡2(𝑡 − 𝑧)

𝑑𝑡 ± 𝑖
(
logℎ(−𝑛𝑧) − logℎ(𝑛𝑧) + 𝛼𝜋𝑖

2

)
. (A.9)

Substituting (A.6) into (A.9), we get (A.8). A combination of (A.7), (A.3), and (A.1) immediately leads

to (23).

Finally, letting 𝑧 → ∞ in (23) and making use of the asymptotic behavior of 𝐴(𝑖𝑛𝑧) in (6), we obtain

𝐷(∞, 𝑛) = 2−
𝛼

2 𝛽𝑛
𝛼

2 (1 + ( 1
𝑛
)) as 𝑛 → ∞. This completes the proof of Lemma 2.

APPENDIX B: PROOF OF LEMMA 3
If 𝐾 < ∞, 𝑄(𝑧, 𝑛) is obviously well-defined inℂ⧵{𝑧𝑘, 𝑘 = ±1,±2,…}. If 𝐾 = ∞, we need to show

that the two series in (29) are both convergent. In view of (H1), 1∕(𝑝𝑘+1 − 𝑝𝑘) = (1) as 𝑘 → ∞. This

means the distance between two consecutive zeros of 𝑤(𝑧) is bounded below by a positive constant.

Moreover, it can be derived that 1∕𝑝𝑘 = (1∕𝑘) as 𝑘 → ∞. Let 𝑘 be a small circle around 𝑝𝑘 that

contains only one zero of 𝑤(𝜂) inside it. Then, (H3) implies|||||Res𝜂=𝑖𝑝𝑘

(
1

𝑤(𝜂)𝑒𝜋𝜂

)||||| =
|||||∮𝑘

1
𝑤(𝜂)𝑒𝜋𝜂

𝑑𝜂
||||| ≤ 𝐶 ′|𝑝𝑘|−𝛼. (B.1)

For any fixed 𝑛 and any 𝑧 ∈ ℂ⧵{𝑧𝑘, 𝑘 = ±1,±2,…},||||| 𝑟∓𝑘

𝑧 − 𝑧∓𝑘

||||| ≤ 𝑀|𝑟∓𝑘| ≤ 𝑀|𝐷(𝑧∓𝑘, 𝑛)|2𝑒2𝑛Re𝜙(𝑧∓𝑘)
||||| Res𝜂=𝑖𝑝∓𝑘

(
1

𝑤(𝜂)𝑒𝜋𝜂

)||||| = 
(

1
𝑘2𝑛+𝛼

)
as 𝑘 → ∞, where 𝑀 > 0 is independent of 𝑘. This approximation can be shown by combining (𝜙3)
of Lemma 1 and (B.1). Consequently, for all 𝑛 >

−𝛼+1
2 , the two series in (29) are convergent. Hence,

𝑄(𝑧, 𝑛) is well defined in ℂ⧵{𝑧±𝑘, 𝑘 = 1, 2,⋯}.

Now we begin to prove (31). If inf{|𝑛𝑧 + ±𝑖𝑝𝑘|, 𝑘 = 1, 2,…} ≥ 𝑑, we have

|𝑄(𝑧, 𝑛)| ≤ 𝑛

𝑑
|𝑟1| + 1

𝑑
𝑒2𝑛Re𝜙(𝑧1)

+∞∑
𝑘=2

|𝐷(𝑧𝑘)|2𝑒2𝑛Re(𝜙(𝑧𝑘)−𝜙(𝑧1))
|||||Res𝜂=𝑖𝑝𝑘

(
1

𝑤(𝜂)𝑒𝜋𝜂

)|||||
+ 𝑛

𝑑
|𝑟−1| + 1

𝑑
𝑒2𝑛Re𝜙(𝑧−1)

∞∑
𝑘=2

|𝐷(𝑧−𝑘)|2𝑒2𝑛Re(𝜙(𝑧−𝑘)−𝜙(𝑧−1))
||||| Res𝜂=𝑖𝑝−𝑘

(
1

𝑤(𝜂)𝑒𝜋𝜂

)|||||.
(B.2)

According to (𝜙1) of Lemma 1, we know that 𝑛Re𝜙(𝑧±1) = −𝑝1 log 𝑛(1 + 𝑜(1)) as 𝑛 → ∞, then 𝑟±1 =
1

𝑛2𝑝1+1
(1 + 𝑜(1)) as 𝑛 → ∞.

Now, we claim that for any 𝑘 ≥ 2,

|𝐷(𝑧±𝑘)|2𝑒2𝑛Re(𝜙(𝑧±𝑘)−𝜙(𝑧±1))
||||| Res
𝜂=−𝑖𝑝±𝑘

(
1

𝑤(𝜂)𝑒𝜋𝜂

)||||| = (1), 𝑛 → ∞. (B.3)

Set 𝜇 = |𝛼| + 1. If |𝑛𝑧±𝑘| ≤ 𝜇 and fulfills the assumptions in this lemma, then 𝐷(𝑧±𝑘) and

Res𝜂=−𝑖𝑝±𝑘
( 1
𝑤(𝜂)𝑒𝜋𝜂 ) are both bounded. Meanwhile, from the definition of 𝜙(𝑧) in (12), we see that
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Re𝜙(±𝑖𝑥), regarded as functions of 𝑥, are both negative and monotonically decreasing when 𝑥 ∈
(0,+∞). Hence, Re𝜙(𝑧±𝑘) < Re𝜙(𝑧±1) < 0, 𝑘 = 2, 3,⋯. It implies that (B.3) holds in this case. For|𝑛𝑧±𝑘| > 𝜇, according to Lemma 2 and the definition of ℎ(𝑛𝑧) in (24), (25), and the asymptotic behav-

ior of 𝐴(𝑧) in (6), we know that

𝐷(𝑧±𝑘) ≤ 𝐶𝑛
𝛼

2 (B.4)

for some constant 𝐶 > 0. Meanwhile, from (B.1), we know that|||||Res𝜂=𝑖𝑝𝑘

(
1

𝑤(𝜂)𝑒𝜋𝜂

)||||| ≤ 𝐶 ′|𝑝𝑘|−𝛼 = 𝐶 ′|𝑛𝑧𝑘|−𝛼. (B.5)

And, in this case, 𝑒2𝑛𝜙(𝑧𝑘)−2𝑛𝜙(𝑧±1) = (𝑛−2𝜇+1). Hence, combining (B.4) and (B.5), we get (B.3).

Finally, making use of (B.3) and the fact that the two series in (B.2) are convergent, we obtain the

desired estimate in (31). This completes the proof of Lemma 3.

APPENDIX C: PROOF OF LEMMA 4
We only need to prove (32) for 𝑧 ∈ Ω+

𝜃
, and the proof for 𝑧 ∈ Ω−

𝜃
is similar. To this end, we choose

a suitable constant 𝑑′ > 0 such that the line

Γ𝑑′ =
{| Im 𝑧| = 𝑀̃ + 𝑑′; 𝜋

2
− 𝜃 ≤ arg 𝑧 ≤ 𝜋

2
+ 𝜃

}
crosses the imaginary axis in the middle of two poles of 𝑊 (𝑧, 𝑛) on the positive imaginary axis. This

ensures that, on this line, inf{|𝑛𝑧 − 𝑖𝑝𝑘| 𝑘 = 1, 2,⋯ ,∞} ≥ 𝑑 for some constant 𝑑 > 0.

With a little abuse of notations, we also denote

Ω+
𝜃
=

{
𝑐

𝑛
≤ | Im 𝑧| ≤ 𝑀̃ + 𝑑′; 𝜋

2
− 𝜃 ≤ arg 𝑧 ≤ 𝜋

2
+ 𝜃

}
for the moment. Define

𝐻(𝑧) = 1
2𝜋𝑖 ∫𝜕Ω+

𝜃

𝑊 (𝑠, 𝑛) −𝑄(𝑠, 𝑛)
𝑠 − 𝑧

ds, 𝑧 ∈ ℂ⧵𝜕Ω+
𝜃
.

Applying the Cauchy theorem, we know that 𝐻(𝑧) is analytic in ℂ⧵𝜕Ω+
𝜃

and

𝐻(𝑧) =

{
𝑊 (𝑧, 𝑛) −𝑄(𝑧, 𝑛), 𝑧 ∈ Ω+

𝜃
;

0, 𝑧 ∈ ℂ⧵Ω+
𝜃
.

Hence, to obtain (32), it is sufficient to show that as 𝑛 → ∞

𝑊 (𝑧, 𝑛) −𝑄(𝑧, 𝑛) = 
(

1
𝑛2𝑐

)
, 𝑧 ∈ 𝜕Ω+

𝜃
. (C.1)

To this end, we split 𝜕Ω+
𝜃

into three parts. First, when 𝑧 ∈ 𝜕Ω+
𝜃

and |𝑛 Im 𝑧| = 𝑐, we note from (20)

that

|||𝑒2𝑛𝜙(𝑧)||| ≤ 𝐶 ′𝑛−2𝑛| Im 𝑧| ≤ 𝐶 ′

𝑛2𝑐
. (C.2)
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Moreover, | 𝐷(𝑧,𝑛)2
𝑤(𝑛𝑧)𝑒𝑛𝜋𝑧 | and 𝑄(𝑧, 𝑛) are both bounded because 𝑛𝑧 is bounded on this curve. This implies

(C.1) in this case. Second, when 𝑧 ∈ 𝜕Ω+
𝜃

and arg 𝑧 = 𝜋

2 ± 𝜃, thanks to (23) and (27), we still have the

boundedness of | 𝐷(𝑧,𝑛)2
𝑤(𝑛𝑧)𝑒±𝑛𝜋𝑧 |. Moreover, (C.2) also holds in this case. Hence, we get (C.1) again. Finally,

on the arc Γ𝑑′ , combining the results of Lemmas 2, 3, and (H3), and making use of the facts that 𝑒2𝑛𝜙(𝑧)

and 𝑒2𝑛𝜙̃(𝑧) are exponentially small on the right and left half of Γ𝑑′ , we also have 𝑊 (𝑧, 𝑛) −𝑄(𝑧, 𝑛) =
(𝑛−2𝑐) as 𝑛 → ∞ and for 𝑧 ∈ Γ𝑑′ .

APPENDIX D: PROOF OF LEMMA 5
For any 𝑛, from the definition of 𝑊 (𝑧, 𝑛) and 𝑄(𝑧, 𝑛) in (28) and (29), we see that 𝑊 (𝑧, 𝑛) −𝑄(𝑧, 𝑛)

is analytic in the upper and the lower half planes. This obviously implies that lim𝑧→𝑖𝑝±1∕𝑛(𝑊 (𝑧, 𝑛) −
𝑄(𝑧, 𝑛)) both exist.

To prove (33), we only need to consider the case of 𝐵+
𝑛 . The case of 𝐵−

𝑛 is similar. Set 𝜂 = 𝑛𝑧.

According to the definition of 𝑊 (𝑧, 𝑛) and 𝑄(𝑧, 𝑛) again, we first have

𝐵+
𝑛 = lim

𝑧→𝑖𝑝1∕𝑛
(𝑊 (𝑧, 𝑛) −𝑄(𝑧, 𝑛)) = lim

𝜂→𝑖𝑝1

𝑊 (𝑧,𝑛)(𝜂−𝑖𝑝1)−𝑛𝑟1
𝜂−𝑖𝑝1

+ 𝐸𝑛,

which can be further derived as

𝐵+
𝑛 = lim

𝜂→𝑖𝑝1

[
𝐷(𝑧, 𝑛)2(𝜂 − 𝑖𝑝1)

𝑤(𝜂)𝑒𝜋𝜂
𝑑

𝑑𝜂
𝑒2𝑛𝜙(𝑧)

]
+ lim

𝜂→𝑖𝑝1

[
(𝜂 − 𝑖𝑝1)𝑒2𝑛𝜙(𝑧)

𝑤(𝜂)𝑒𝜋𝜂
2𝐷(𝑧, 𝑛)𝑑𝐷(𝑧, 𝑛)

𝑑𝜂

]
+ lim

𝜂→𝑖𝑝1

[
𝐷(𝑧, 𝑛)2𝑒2𝑛𝜙(𝑧) 𝑑

𝑑𝜂

(
(𝜂 − 𝑖𝑝1)
𝑤(𝜂)𝑒𝜋𝜂

)]
+ 𝐸𝑛,

(D.1)

where

𝐸𝑛 =
∞∑
𝑘=1

𝑛𝑟−𝑘

𝑖𝑝1 − 𝑖𝑝−𝑘

+
∞∑
𝑘=2

𝑛𝑟𝑘

𝑖𝑝1 − 𝑖𝑝𝑘
.

By (30) and (B.3), it is easily seen that 𝑛𝑟𝑘 = ( 1
𝑛2𝑝1

) as 𝑛 → ∞ for all 𝑘 = ±2,±3,⋯. Meanwhile,

we proved that 𝑛𝑟−1 = ( 1
𝑛2𝑝1

) as 𝑛 → ∞ in a previous argument. A combination of these facts yields

𝐸𝑛 = ( 1
𝑛2𝑝1

) as 𝑛 → ∞.

From Lemma 2, we know that 𝐷(𝑧1, 𝑛) and lim𝜂→𝑖𝑝1
𝑑𝐷(𝑧,𝑛)

𝑑𝜂
are both bounded as 𝑛 → ∞. Because

𝜂 = 𝑖𝑝1 is a simple zero of 𝑤(𝜂), we find that
(𝜂−𝑖𝑝1)
𝑤(𝜂)𝑒𝜋𝜂 , as a function of 𝜂, is analytic at 𝜂 = 𝑖𝑝1. Hence,

(𝜂−𝑖𝑝1)
𝑤(𝜂)𝑒𝜋𝜂 and

𝑑

𝑑𝜂
( (𝜂−𝑖𝑝1)
𝑤(𝜂)𝑒𝜋𝜂 ) are also bounded at 𝜂 = 𝑖𝑝1. Combining these facts and (𝜙1) in Lemma 1, we

find that the second and the third limits in (D.1) are both ( 1
𝑛2𝑝1

) as 𝑛 → ∞.

Attention should be paid to the value of
𝑑

𝑑𝜂
𝑒2𝑛𝜙(𝑧) at 𝜂 = 𝑖𝑝1, which is not of order ( 1

𝑛2𝑝1
) but

( log 𝑛

𝑛2𝑝1
) as 𝑛 → ∞, because

𝑑

𝑑𝜂
𝑒2𝑛𝜙(𝑧) = 2𝑛𝑒2𝑛𝜙(𝑧) 𝑑𝜙(𝑧)

𝑑𝜂
= 2𝑒2𝑛𝜙(𝑧) 𝑑𝜙(𝑧)

𝑑𝑧
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and
𝑑𝜙(𝑧)
𝑑𝑧

= −𝑖 log 𝑧 + (1) as 𝑧 → 0; see (12) for the definition of 𝜙(𝑧). Based on the above arguments,

we get

𝐵+
𝑛 =

𝑖𝐷( 𝑖𝑝1
𝑛
, 𝑛)2𝑒2𝑛𝜙(𝑖𝑝1∕𝑛)

𝑤′(𝑖𝑝1)𝑒𝜋𝑖𝑝1
log 𝑛 + 

(
1

𝑛2𝑝1

)
, 𝑛 → ∞.

From (23) and (20), one can further obtain 𝐷( 𝑖𝑝1
𝑛
, 𝑛) = ℎ(𝑖𝑝1)(1 + ( 1

𝑛
)) and 𝑒2𝑛𝜙(𝑖𝑝1∕𝑛) = 1

𝑛2𝑝1
(1 +

( 1
𝑛
)), respectively, as 𝑛 → ∞. A combination of the above arguments yields (33).


