Trace-Routing in 3D Wireless Sensor Networks: A Deterministic Approach with Constant Overhead
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ABSTRACT
We propose a distributed and deterministic routing algorithm with constant storage, communication and computation overhead, dubbed trace-routing, for strong-connected 3D wireless sensor networks. Its basic idea is to construct a virtual cutting plane that intersects boundary surface to yield a trace, along which a routing path with guaranteed delivery can be established. We prove the correctness of trace-routing under both continuous and discrete settings. We implement the trace-routing algorithm on Crossbow sensors and carry out extensive simulations to evaluate its routing efficiency.
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1. INTRODUCTION
This work aims to achieve Deterministic routing with Constant Overhead (or DISCO) in the emerging three-dimensional (3D) wireless sensor networks [1–12]. DISCO is highly desired due to the stringent resource constraints on individual nodes and the often-needed large-scale deployment of 3D wireless sensor networks. Constant overhead signifies the storage, communication and computation required for routing are bounded by a constant at each sensor node, while deterministic routing means a routing path can be determined without random search. The cost of employing DISCO routing is the potentially sub-optimal routes, which are, however, tolerable in sensor networks where data traffic is light.

The conventional table-driven routing is obviously non-DISCO, because the size of a routing table grows with the size of the network. Most on-demand routing algorithms developed for mobile ad hoc networks result in non-constant communication overhead for route discovery and thus are not DISCO either. On the other hand, while the sensor network protocols that aggregate data from sensors to sink(s) are predominantly DISCO, they do not support generic communication between any peers in the network. The earliest endeavor to achieve DISCO in large-scale peep-to-peer wireless sensor networks is geometric routing [13–20].

1.1 Overview of Geometric Routing
We begin our discussion on geometric routing in 2D wireless sensor networks. Given the practical limit on radio range, the communication graph of a large-scale sensor network often well preserves its geometric characteristics.

In geometric greedy routing, a node always forwards a packet to one of its neighbors closest to the destination of the packet. Geometric greedy routing is distributed with constant storage, communication and computation overhead. However, geometric greedy routing itself does not guarantee delivery of data packets, due to the presence of local minima in the network. A node is called a local minimum if it is not the destination but closer to the destination than all of its neighbors. Clearly, geometric greedy routing fails at local minima. As to be discussed in Sec. 3, local minima may appear at either internal or boundary nodes. The former can be resolved by using local information within two hops. Therefore, most geometric routing algorithms focus on the latter, largely following two strategies: face routing [13–20] and greedy embedding [21–27]. Face routing and its alternatives and enhancements are based on the fact that a void in a 2D planar network is a face with a simple line boundary. Thus a local deterministic algorithm can be employed to search the boundary in either clockwise or counter-clockwise direction to guide the packet out of the local minimum as illustrated in Fig. 1(a). Greedy embedding aims to embed a sensor network into a domain without local minima such that geometric routing under such embedding is always successful.

1.2 Challenges in 3D Geometric Routing
While increasing space dimension appears irrelevant to network communication protocols at the first glance, surprising challenges are observed in efforts to extend geometric routing techniques from 2D to 3D. First, none of the greedy embedding algorithms in the literature [21–27] can be generalized to 3D sensor networks. At the same time, the boundary of a void in a 3D network is no longer a closed curve or line segment, but a surface, rendering face routing infeasible. More specifically, in contrast to the simple line boundary in 2D that can be searched deterministically, there exist an arbitrarily large number of possible paths on the boundary surface to be explored in order to escape from a local minimum in 3D (as shown in Fig. 1(b)). As a matter of fact, a recent finding shows that there does not exist a deterministic algorithm to guarantee data delivery...
based on local information only in general 3D networks [28].

Given the challenges in extending 2D geometric routing algorithms to 3D, several approaches have been developed specifically for 3D settings, which fall into four categories as summarized below. The first category focuses on topology control [29], where a critical communication distance is suggested to eliminate local minima in 3D networks. However, such critical communication distance is often too large for practical applications, given the short sensor radio range, e.g., about 10 meters for MICAz motes.

The second category is based on dimension reduction by projecting nodes in 3D space onto 2D plane, where face routing is applied [6, 7]. However face routing on the projected plane does not guarantee a packet to move out of local minimum in the original 3D network. Separately, a 4D stereographic projection scheme is adopted in [9] for load balancing, but it does not address possible local minima.

The third category adopts the divide-and-conquer strategy to compress geometric information required to escape from local minima in a 3D network. To this end, tree structure or space partition is often employed. For example, a convex hull-based tree is introduced in GDSTR-3D [10]. If a local minimum is reached, the packet is forwarded according to the tree. As another example, a 3D partial unit Delaunay triangulation algorithm is proposed in [5] to divide the network space into closed subspaces such that a local minimum can be recovered within a few subspaces only. In [30], a distributed multi-dimensional tree structure is applied to support guaranteed packet delivery. Separately, the Random-Walk algorithm [8] employs a spherical dual graph structure to jump out of local minima. In all of these schemes, certain structures must be maintained by individual sensors, which are often non-locally-deterministic or requires a non-constant storage space that increases with the network size.

The fourth category is based on mapping schemes. For example, volumetric harmonic mapping is introduced in [31] to achieve deterministic and guaranteed delivery in 3D sensor networks. However, a routing table must be maintained for a network that contains more than one voids, with its size proportional to the number of voids in the network.

Moreover, all algorithms discussed in the above four categories suffer from network dynamics. For example, when sensor nodes move, they must frequently update their data structures or virtual coordinates. Such updates are usually expensive or even unattainable.

Figure 1: Exposition of challenges to extending face routing from 2D to 3D and illustration of the proposed trace-routing algorithm. (a) Face routing succeeds in a 2D planar network where a local deterministic algorithm can be employed to search the boundary in clockwise or counter-clockwise direction to guide the packet out of the local minimum. (b) Face routing fails in a 3D network because there exist an arbitrarily large number of possible paths on the boundary surface to be explored in order to escape from a local minimum. (c) The basic idea of trace-routing is to establish a cutting plan that intersects the boundary surface to yield a trace, along which the packet can move out of the local minimum.

1.3 Contributions of This Work

As discussed above, none of the existing schemes support DISCO routing in 3D wireless sensor networks. In this research, we consider a sensor network deployed in a 3D space with one or multiple internal holes, where sensors cannot be deployed. We show that local minima are always on the boundaries of holes if nodal density is high, and there exists a DISCO algorithm to support routing between any pair of points in a strong-connected 3D network. We propose a distributed and deterministic algorithm with constant storage, communication and computation overhead, dubbed trace-routing, to escape from local minima. Trace-routing is triggered when a packet reaches a local minimum. It constructs a virtual cutting plane that contains the local minimum and the destination and intersects the corresponding boundary surface to yield a trace. The trace is a closed loop that can be computed locally with constant overhead. The packet is routed along such a trace, thus deterministically moving out of the local minimum as illustrated in Fig. 1(c).

The proposed trace-routing algorithm does not demand preprocessing of the global network information, neither does it require establishing or maintaining a global data structure, which often consumes a storage space proportional to the network size and needs frequent update due to network dynamics. We further prove the trace-routing algorithm guarantees data delivery in a strong-connected 3D network under both continuous and discrete settings. In a nutshell, trace-routing supports DISCO, thus highly efficient in large-scale 3D sensor networks. It is worth mentioning that the proposed trace-routing algorithm and related discussions and proofs do not rely on any particular communication model (such as the unit ball graph model or quasi-unit ball graph model). Only a maximum radio range is assumed, which is generally known in practical sensor networks.

The rest of this paper is organized as follows: Sec. 2 introduces the proposed trace-routing algorithm in continuous 3D domain. Sec. 3 presents a practical design of trace-routing and proves its correctness under discrete 3D sensor network settings. Secs. 4 and 5 discuss simulation and experimental results. Finally, Sec. 6 concludes the paper.

2. TRACE-ROUTING IN CONTINUOUS 3D SPACE

As shown in [28], there does not exist a universal deterministic algorithm to guarantee data delivery based on local information
only in general 3D networks. Following this result, a natural question is whether there exists a DISCO routing algorithm for a class of practical 3D networks and how to develop a distributed algorithm to achieve such DISCO routing. To deliver a lucid conceptual presentation and gain useful theoretical insights, we first investigate the failures in geometric greedy routing and present our proposed algorithm in a continuous 3D space. We will discuss the algorithm under discrete 3D sensor network settings in the next section.

2.1 Greedy Routing in Continuous 3D Volume

Let’s start with several definitions that are necessary to our exposition and discuss the essence of geometric greedy routing in a continuous 3D Euclidean space. Let $\mathbf{U}$ denote an Euclidean volume in 3D space $\mathbb{R}^3$, which is enclosed by a set of boundaries $\mathbf{B} = \{ B_k \mid 0 \leq k \leq K \}$, where $B_0$ is the outer boundary and $B_k (k > 0)$ is an inner boundary of $\mathbf{U}$. Let $L(p, q)$ denote a straight line segment from Point $p$ to Point $q$, and $|L(p, q)|$ denote its Euclidean distance. Let $\Lambda$ denote the area enclosed by $B_k (k \geq 0)$. Obviously, $\mathbf{U} = \Lambda_0 \cup \Lambda_k (1 \leq k \leq K)$.

Definition 1. Let $C(s, d)$ be a sequence of line segments, $C(s, d) = \{L(p_0, p_1), L(p_1, p_2), \ldots, L(p_{m-1}, p_m)\}$, where $p_0 = s$ and $p_m = d$. We call $C(s, d)$ a routing path connecting $s$ and $d$, if and only if

- $L(p_i, p_{i+1})$ does not intersect with $L(p_j, p_{j+1})$, $\forall i \neq j$, $i + 1 \neq j$ and $i \neq j + 1$; and

- $L(p_i, p_{i+1})$ does not penetrate any boundary of $\mathbf{U}$, $\forall L(p_i, p_{i+1}) \in C(s, d)$.

The first condition of Definition 1 requires the routing path free of self-intersection, while the second condition indicates that the path must be completely contained inside $\mathbf{U}$. Next we introduce the geometric greedy routing algorithm via the following two definitions.

Definition 2. We call $V(p, \delta)$ the $\delta$-vicinity of Point $p$, if $\forall \hat{p}$ in $V(p, \delta)$, $L(p, \hat{p})$ is completely contained in $\mathbf{U}$ and $|L(p, \hat{p})| \leq \delta$ where $\delta$ is a given positive real number.

Fig. 2 illustrates two examples of $\delta$-vicinity of points at different locations. The $\delta$-vicinity of Point $a$, an internal node, is a ball centered at $a$ with a radius of $\delta$, while Point $b$ has a defected $\delta$-vicinity due to the nearby boundary.

Definition 3. A routing path $C(s, d)$ is a geometric greedy path (or greedy path for conciseness), denoted as $C(s, d, \delta)$, if $\forall p_i$ on $C(s, d, \delta)$, $p_{i+1}$ is the closest point in $V(p_i, \delta)$ to Destination $d$.

The above definition suggests a simple geometric greedy routing algorithm. It starts from the source as its current point, and chooses the point in its current $\delta$-vicinity that is the closest to the destination as the next point. The process repeats until it reaches the destination. An example of routing from Source $s_1$ to Destination $d_1$ is shown in Fig. 3. Note that the geometric greedy routing algorithm may fail to find the next point, when the current point is closer to the destination than all other points in its $\delta$-vicinity. Formally we define the point where geometric greedy routing fails as a local minimum.

Definition 4. Point $p_{\text{min}}$ is a local minimum for Destination $d$ under a given $\delta$, if $p_{\text{min}} \neq d$ and $L(p_{\text{min}}, d) \leq L(p, d) \forall p \in V(p_{\text{min}}, \delta)$.

An example of geometric greedy routing failure is illustrated in Fig. 3 from Source $s_2$ to Destination $d_2$. Greedy routing often fails when the routing path meets the boundary of an internal hole. Particularly, we have the following observation regarding geometric greedy routing failures.

Lemma 1. If there does not exist a geometric greedy routing path $C(s, d, \delta)$ between $s$ and $d$ under a given $\delta$, $L(s, d)$ must intersect at least one of the boundaries of $\mathbf{U}$.

Proof. We prove it by contradiction. Assume $L(s, d)$ does not intersect any boundary. Since $s$ and $d$ are points in $\mathbf{U}$, $L(s, d)$ must be completely contained in $\mathbf{U}$ (otherwise it would intersect a boundary). Then a greedy path $C(s, d, \delta)$ along the straight line $L(s, d)$ can be readily constructed according to Definition 3, contradicting the given condition that there is no greedy path between $s$ and $d$. Thus, the lemma is proven.

Equivalent to Lemma 1, if $L(s, d)$ does not intersect any boundary of $\mathbf{U}$, we can always find a greedy routing path from $s$ to $d$. It gives the sufficient condition for the existence of a greedy path. But it is not the necessary condition, i.e., even if $L(s, d)$ intersects a boundary, a greedy routing path may still be established from $s$ to $d$. Fig. 3 illustrates such an example where $L(s_3, d_3)$ intersects a spherical boundary, but there exists a greedy routing path along the spherical boundary to Destination $d_3$. Based on Lemma 1 and Definition 4, we arrive at the following conclusion.

Lemma 2. Greedy routing only fails at local minimums and local minimums are always on the boundaries of holes.

Proof. The first part of the lemma is obvious from Definitions 3 and 4. The second part of the lemma can be proven by contradiction. Assume there is a local minimum point $\hat{p}$ that is an internal point in $\mathbf{U}$ (i.e., not on any boundary). Let’s draw a line $L(\hat{p}, d)$. Since $\hat{p}$ is an internal point, there must exist a $\delta$ such that the intersection of $L(\hat{p}, d)$ and $V(\hat{p}, \delta)$ (highlighted in red in Fig. 4) is a line segment, on which all points are closer to $d$ than $\hat{p}$ is. This contradicts the assumption that $\hat{p}$ is a local minimum. The lemma is proven. □
Figure 6: Examples of s-con and non-s-con volumes. Each volume has a cubic outer boundary (i.e., \(B_0\)) and one or two inner voids delineated by the colored boundaries. An example of cutting planes is shown in each figure, where the shaded area(s) illustrate its intersection with the volume.

Lemma 2 reveals an important fact: greedy routing only fails at boundaries, inspiring us to develop a deterministic boundary navigation algorithm to escape from local minimums.

2.2 Trace-Routing in Continuous 3D Volume

In a 3D space for practical sensor network deployment, the boundary surfaces are closed (a closed surface is a compact one with empty boundary) and the 3D volume is often Strong-CONNected (s-con). Here “closed” means no “breaches” on the surface. The s-con property is defined below.

**Definition 5.** A 3D volume \(U\) is s-con (Strong-CONNected), if and only if the intersection of any plane and \(U\) is a connected graph on the plane.

Figs. 6(a)-6(c) depict several examples of s-con 3D volumes. Each volume has a cubic outer boundary (i.e., \(B_0\)) and one or two inner voids delineated by the colored boundaries. An example of cutting planes is shown in each figure, where the shaded area(s) illustrate its intersection with the volume. It is obvious that a 3D volume with convex boundaries is always s-con as shown in Fig. 6(a). But s-con volumes may have non-convex boundaries too. For instance, volumes in Fig. 6(b) and Fig. 6(c) are s-con with non-convex inner boundaries. Note that, although the plane intersects the volume in Fig. 6(c) to yield multiple voids on the intersection plane, the intersection itself (i.e., the shaded area) is still connected. Therefore it is s-con. Fig. 6(d) shows an example of non-s-con volume, with a bowl shape inner void, resulting in disconnected components on the intersection plane (see the disconnected shaded areas).

Although DISCO routing is not achievable in general 3D networks as discussed earlier, we now introduce the proposed trace-routing algorithm, and prove that it supports DISCO routing in any 3D wireless sensor networks that are Strong-CONNected (s-con). There exist other types of boundary surfaces in theory, but they are rare under practical sensor network settings and thus excluded from our discussions below.

As shown by Lemma 2, if greedy routing fails, it must stuck at a local minimum, and such local minimum must be on a boundary of \(U\). Let \(p_{\min}\) denote the local minimum where geometric greedy routing fails, and assume \(p_{\min}\) is on Boundary \(B_i\). Now we construct an arbitrary plane that contains \(L(p_{\min}, d)\). It intersects \(B_i\), resulting in one or multiple traces. By examining the traces, we have the following observation.

**Lemma 3.** A trace on a boundary surface is a closed loop with no self-intersection.

**Proof.** If a trace is not a closed loop, the space between two endpoints on the plane forms a breach on the surface, contradicting the fact of closed boundary surface. Since the trace is the intersection of the surface and the plane, it cannot self-intersect, given that the surface is homeomorphic to sphere with no self-intersecting component.

If we draw a line segment from \(p_{\min}\) to \(d\), \(L(p_{\min}, d)\) must intersect \(B_i\) at two or more points including \(p_{\min}\), as shown in Fig. 5. Let \(p_0\) denote one of such intersection points, which is the closest to \(p_{\min}\). Clearly, \(p_0\) must be closer to \(d\) than \(p_{\min}\) is, since it is on the line segment between \(p_{\min}\) and \(d\).

**Lemma 4.** In an s-con volume, the trace containing \(p_{\min}\) must also contain \(p_0\) and there is a loop-free path from \(p_{\min}\) to \(p_0\) along this trace.

**Proof.** Obviously \(p_{\min}\) and \(p_0\) must belong to some trace(s). According to the way of constructing the plane, \(L(p_{\min}, d)\) must intersect one or multiple traces, yielding a sequence of intersection points on \(L(p_{\min}, d)\). Now let us look at the trace that contains \(p_{\min}\), denoted by \(\Gamma_{p_{\min}}\). Since \(L(p_{\min}, d)\) starts from \(p_{\min}\), that is on Boundary \(B_i\), and goes toward the inside of \(B_i\), it cannot reach another point before it meets \(\Gamma_{p_{\min}}\) again. Let \(\hat{p}\) denote this intersection point as shown in Fig. 5. Since \(\hat{p}\) is the first such intersection point, it is the closest to \(p_{\min}\). Clearly, \(\hat{p}\) must be co-located with \(p_0\) introduced earlier. Therefore, we have proven \(p_{\min}\) and \(p_0\) must be on the same trace.

As shown by Lemma 3, a trace is a closed loop with no self-intersection. Thus it is straightforward to choose a loop-free route along the trace in either clockwise or counterclockwise direction to route from \(p_{\min}\) to \(p_0\).

Till now we are ready to formally introduce the trace-routing algorithm and prove its correctness as follows.

**Theorem 1.** There exists a deterministic algorithm with constant storage, communication and computation overhead, which can always successfully navigate the routing path out of local minimums in an s-con volume.
Proof. First we construct a simple algorithm, dubbed trace-routing as follows. When geometric greedy routing reaches a local minimum \( p_{\text{min}} \) on Boundary \( B_i \), it chooses a cutting plane that is determined by \( p_{\text{min}} \), Destination \( d \), and another random point \( \hat{p} \). The plane intersects \( B_i \), yielding a trace that contains \( p_{\text{min}} \). The routing path advances along the trace in clockwise or counterclockwise direction until it reaches a point that is closer to Destination \( d \) than \( p_{\text{min}} \). Then geometric greedy routing follows.

Now we prove the correctness of the algorithm. According to Lemma 4, there must exist at least one point (i.e., \( p_0 \)) on the trace containing \( p_{\text{min}} \), which is closer to Destination \( d \) than \( p_{\text{min}} \) is. Since the trace is a closed loop with no self-intersection, if one starts from \( p_{\text{min}} \) and navigates along the trace in clockwise or counterclockwise direction, it will visit all points on the trace exactly once before it returns back to \( p_{\text{min}} \). Therefore the routing path must reach \( p_0 \), from which it can escape from the local minimum.

Trace-routing is clearly deterministic as evident by the description of the algorithm itself. Next, we show its storage, communication and computation overhead are all constant. The algorithm requires each node to maintain the coordinates of itself and its neighbors only, and to pass merely a constant amount of information (i.e., the cutting plane defined by three points \( p_{\text{min}} \), \( \hat{p} \), and \( d \)) along the routing path. Assume the routing path reaches Point \( p \). The trace segment around \( p \) can be found by computing the intersection of the cutting plane and the boundary surface in \( V(p, \delta) \). Thus, the routing decision is made locally with a constant computation complexity.

In summary we have proved the existence of a local deterministic algorithm with constant storage, communication and computation overhead that can always successfully move out of local minimums in an s-con volume. \( \square \)

Theorem 1 reveals salient properties of trace-routing, which supports efficient and distributed implementation under practical sensor network settings to be discussed next.

3. TRACE-ROUTING IN DISCRETE 3D NETWORKS

While trace-routing has been introduced above to escape from local minimums, it remains challenging to adapt the concepts and ideas to a practical sensor field. In contrast to the continuous 3D Euclidean volume considered in Sec. 2, a sensor network is under a discrete setting, which presents an approximation of the 3D volume only, rendering part of the earlier discussed methods and results invalid. For example, sensor nodes rarely reside perfectly on the trace computed in a continuous space, calling for approximated solutions. Furthermore, the routing algorithm must be distributed in sensor networks. However, the deployment of sensor nodes exhibits randomness and their radio transmissions are often irregular, which together lead to new challenges to realize distributed trace-routing and to achieve constant storage, communication and computation overhead.

In this section, we examine our conclusions presented in the previous section under a discrete setting, and introduce a practical design of the trace-routing algorithm for 3D sensor networks with internal holes. The following discussions do not rely on any particular communication model (such as the unit ball graph model or quasi-unit ball graph model). Only a maximum transmission range is assumed, which is generally known in practical wireless sensor networks.

3.1 Challenges of Trace-Routing in 3D Sensor Networks

Let us first revisit the concepts and conclusions given in Sec. 2 for continuous 3D Euclidean volume, and evaluate their validity in 3D sensor networks.

3.1.1 Tetrahedron Structure

To facilitate our exposition, we first establish a tetrahedral structure based on discrete sensors as discussed in [31]. A triangular face in a tetrahedral structure is a boundary face if it is associated with one and only one tetrahedron. A set of connected boundary faces form a closed triangular boundary surface. In the following discussions, a “boundary” refers to a triangular boundary surface.

3.1.2 Local Minimums

Lemma 2 has shown that local minimums are always on the boundaries of holes in a continuous 3D Euclidean volume. Unfortunately, this result no longer holds in discrete settings, where local minimums may appear at not only boundary but also internal sensors. However, the internal local minimums can be resolved by using local information only as revealed by the following lemma.

Lemma 5. Given an internal local minimum \( p_{\text{min}} \), the routing path can move out the local minimum by using local information in \( 2\delta \)-vicinity of \( p_{\text{min}} \), where \( \delta \) is the maximum radio transmission range.

Proof. Based on the tetrahedron structure, a greedy routing path can be established according to faces [31]. More specifically, when the routing path reaches an internal local minimum \( p_{\text{min}} \), a line segment from \( p_{\text{min}} \) to Destination \( d \) can be computed by \( p_{\text{min}} \). The line segment passes through a sequence of faces in the tetrahedron structure. Let’s consider the first such face, denoted by \( \text{Face}(a, b, c) \), where \( a, b, \) and \( c \) are vertex nodes (as illustrated in Fig. 7). Obviously, \( \text{Face}(a, b, c) \) must be closer to the destination compared to the current face, i.e., \( \text{Face}(p_{\text{min}}, a, b) \). Clearly, \( \text{Face}(a, b, c) \) is within two-hop neighborhood of \( p_{\text{min}} \). As a result, the routing path can move out of the local minimum by using local information in \( 2\delta \)-vicinity of \( p_{\text{min}} \). \( \square \)

According to Lemma 5, we slightly modify the greedy routing algorithm to let each node check its two-hop neighborhood to identify the closest node to the destination, thus eliminating internal local minimums. Note that, the modified algorithm does not help to escape from boundary local minimums, which are yet to be addressed by the proposed trace-routing.

3.1.3 Traces

As discussed in Sec. 2.2, a trace on an inner boundary is a closed loop without self-intersection. It can be computed by using local information. But in a discrete setting, sensors rarely reside perfectly on the computed trace. To this end, we redefine traces under discrete settings as follows.

Definition 6. In a discrete 3D space, a trace formed by a given plane and a boundary consists of a sequence of line segments on the boundary surface, which intersect the plane and are connected end-to-end to form a loop.

Lemma 6. Given a tetrahedral structure of the 3D sensor network and a plane that intersects a triangular boundary surface of the tetrahedral structure, a closed-loop trace can be constructed deterministically.
Proof. For a given tetrahedral structure of the 3D sensor network, the faces on the boundary of an internal hole form a closed and connected triangular surface. A plane intersects the triangular boundary surface at a set of triangular faces, denoted by \( \Phi \). For each face \( f \in \Phi \), it must have at least two edges intersecting the plane. Since each edge is shared by two faces on the triangular boundary surface, Face \( f \) must have at least two neighboring faces in \( \Phi \). Therefore, the faces in \( \Phi \) are connected to form a closed strap. It is thus straightforward to select a sequence of edges on such faces, which intersect the plane, to build a closed loop, i.e. the trace. \( \square \)

Based on Lemma 6, we have the following result that shows the correctness of trace-routing.

Theorem 2. A deterministic routing path can be identified by following the trace constructed according to Lemma 6 to escape from local minimums.

Proof. To prove this theorem, we show that there exists at least one node on the trace, which is closer to the destination than the local minimum (i.e., \( p_{min} \)) is. Similar to our discussion under the continuous setting, if we draw a line segment from \( p_{min} \) to Destination \( d \), \( L(p_{min}, d) \) must intersect the boundary surface at one or more points besides \( p_{min} \). Let \( h \) denote one of such intersection points that is the closest to \( p_{min} \), and assume \( h \) is on an arbitrary face, e.g., \( \text{Face}(a, b, c) \) as illustrated in Fig. 8. Clearly, \( L(a, b), L(h, c) \) and \( L(a, c) \) are no greater than the maximum radio range \( r \) because they are connected in the communication graph. Since \( h \) is on \( \text{Face}(a, b, c), L(a, h), L(b, h) \) and \( L(h, c) \) must be no greater than \( r \) either. At the same time, \( L(p_{min}, a), L(p_{min}, b), L(p_{min}, c) \) and \( L(p_{min}, h) \) are all greater than \( r \), since there is a hole between \( p_{min} \) and \( \text{Face}(a, b, c) \). Thus we have \( L(a, d) < L(a, h) + L(h, d) \leq r + L(h, d) < L(p_{min}, h) + L(h, d) = L(p_{min}, d) \). Therefore \( a \) is closer to \( d \) than \( p_{min} \). Similarly, \( b \) and \( c \) are closer to \( d \) than \( p_{min} \). Note that at least one edge of \( \text{Face}(a, b, c) \) must be on the trace constructed according to Lemma 6. Therefore one can always find a node on the trace closer to \( d \) than \( p_{min} \) is. The theorem is thus proven. \( \square \)

Theorem 2 shows trace-routing is deterministic and always succeeds in discrete sensor networks. Moreover, similar to the proof of Theorem 1, its storage, communication and computation overhead are all bounded by a constant.

3.2 Proposed Trace-Routing Algorithm in 3D Sensor Networks

The basic idea of trace-routing is to move clockwise or counterclockwise around the trace constructed by Lemma 6, which is a closed loop and thus can navigate out of local minimums. The discussions so far have assumed known boundary nodes and triangular boundary surfaces. Next we show that such information can be acquired locally with constant overhead or is unnecessary at all in practice.

3.2.1 Boundary Awareness

We adopt the boundary detection algorithm proposed in [32], which is localized, requiring information within one-hop neighborhood only for each node to determine if it is on a boundary. Therefore, when greedy routing fails at a local minimum \( p_{min} \), the boundary detection algorithm [32] is employed to identify boundary nodes in the \( \delta \)-vicinity of \( p_{min} \) as input for the trace-routing algorithm.

3.2.2 Triangular Boundary Surface

The tetrahedron structure and triangular boundary surfaces are assumed to facilitate our discussions in Sec. 3.1, especially the proof of Lemmas 5 and 6. However, it is unnecessary to explicitly construct them for the implementation of trace-routing. The algorithm can simply choose one of the boundary nodes in its neighborhood as the next hop along the trace. More specifically, the trace-routing algorithm is outlined in Algorithm 1. It is initiated when a greedy routing path reaches a local minimum \( p_{min} \). It defines a plane based on \( p_{min} \), \( d \) and an arbitrary node \( \hat{p} \) in the \( \delta \)-vicinity of \( p_{min} \). Let \( \Delta \) denote the plane. The algorithm then enters an iterative process. In each iteration, a boundary node in the \( \delta \)-vicinity of the current node (i.e., \( p_{cur} \)) is identified to be the next node (i.e., \( \tilde{p} \)) along the trace. To keep the next node as close to the ideal trace (computed under continuous setting) as possible and to advance along the trace as fast as possible, \( \tilde{p} \) is chosen such that \( L(p_{cur}, \tilde{p}) \) intersects Plane \( \Delta \) and forms the largest angle with \( L(p_{pre}, p_{cur}) \), where \( p_{pre} \) is the previous hop node on the routing path. The iterative process repeats until it reaches a node closer to the destination than \( p_{min} \) is, i.e., \( |L(p_{cur}, d)| < |L(p_{min}, d)| \).

It is clear that Algorithm 1 only results in constant storage, communication and computation overhead. It does not demand preprocessing of the global network information, neither does it require establishing or maintaining a global data structure, which often consumes a storage space proportional to the network size and needs frequent update due to network dynamics. Thus it is highly efficient for large-scale 3D sensor networks.

Algorithm 1: Trace-Routing Algorithm

Input: Local minimum \( p_{min} \), Destination \( d \);
1. Define Plane \( \Delta \) based on \( p_{min} \), \( d \) and an arbitrary node \( p \in V(p_{min}, \delta) \);
2. \( p_{cur} \leftarrow p, p_{pre} \leftarrow p_{min} \);
3. while \( |L(p_{cur}, d)| \geq |L(p_{min}, d)| \) do
4. Identify a boundary node \( \hat{p} \in V(p_{cur}, \delta) \) such that \( L(\hat{p}, p_{cur}) \) intersects Plane \( \Delta \) and forms the largest angle with \( L(p_{pre}, p_{cur}) \);
5. \( p_{pre} \leftarrow p_{cur}, p_{cur} \leftarrow \hat{p} \);

3.3 Peer-to-Peer Routing in 3D Wireless Sensor Networks

In summary, when a packet is routed from Source \( s \) to Destination \( d \), it first follows geometric greedy routing until a local minimum is reached. Then it employs trace-routing to move out of the local minimum. When the packet arrives at a non-local-minimum node, it switches to greedy routing again. The process repeats until the packet arrives at Destination \( d \). Examples of the routing paths are illustrated in Fig. 1(c) and Figs. 9.

4. SIMULATION RESULTS

We have implemented the proposed trace-routing algorithm (denoted by “TR”) and two other state-of-the-art 3D wireless sensor network routing algorithms, namely GDSTR-3D [10] and HVE (harmonic volumetric embedding) [31], for performance evaluation and comparison. Since HVE works in networks with one hole only, we focus on the comparison between TR and GDSTR-3D in most simulation scenarios. Various 3D sensor networks with different sizes (ranging from 1,800 to 11,000 nodes) and shapes are simulated. Fig. 9 illustrates three examples, where the inner boundary...
nodes are highlighted to delineate the holes in the networks. Sensors are randomly distributed. While our proposed scheme does not rely on a particularly communication model, we carry out simulations based on unit ball graph and quasi-unit ball graph models, with an average nodal degree between 10 to 18. Our simulations show that the proposed scheme works well for networks with a nodal degree greater than 7 (which represents a sparse network in three dimensional space).

### 4.1 Stretch Factor

As discussed in previous sections, TR, GDSTR-3D and HVE all ensure successful delivery. Therefore we focus on stretch factor in performance evaluation. The stretch factor of a route is the ratio of the actual routing path length to the shortest path length. 20,000 pairs of nodes are randomly selected to calculate the average stretch factor for each network model. The following table compares the average stretch factors of GDSTR-3D and TR in different networks. The results of HVE are not included because it can be applied for networks with one hole only, where its stretch factor is around 1.

<table>
<thead>
<tr>
<th>Models</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>Ave.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR</td>
<td>1.05</td>
<td>1.09</td>
<td>1.04</td>
<td>1.21</td>
<td>1.08</td>
<td>1.11</td>
<td>1.10</td>
</tr>
<tr>
<td>GDSTR-3D</td>
<td>1.14</td>
<td>1.23</td>
<td>1.29</td>
<td>1.25</td>
<td>1.07</td>
<td>1.19</td>
<td>1.20</td>
</tr>
</tbody>
</table>

The distribution of stretch factor is illustrated in Fig. 10. As can be seen, more than 50% routing paths have their stretch factor lower than 1.15 under both schemes. Compared with TR, the stretch factor distribution of GDSTR-3D has a noticeable shift to the right side with more routes experiencing a stretch factor of 1.2 or higher.

As discussed in the previous sections, TR and GDSTR-3D do not rely on any particular transmission model. Here we test them under a general “QUASI-UBG” model, where two nodes are connected if their distance is less than $d$; or disconnected if their distance is beyond the maximum transmission range $r$; or have a probability of $p$ to be connected if their distance is between $d$ and $r$. We vary $d$ and $p$, and compare the performance of TR and GDSTR-3D. Both schemes support perfect data delivery rate. Their stretch factors are shown in Fig. 11. We observe that the stretch factor of GDSTR-3D increases fast with the decrease of $d$, because the connections between nodes become more random, leading to more overlap between convex hulls. Consequently, a non-optimal branch is more frequently chosen to establish a routing path, resulting in a higher stretch factor. On the other hand, TR only increases stretch factor moderately due to the lower nodal density.

### 4.2 Overhead and Stability

TR does not require any global information to be stored by individual nodes. Each node only collects its 1-hop neighbor information, which is proportional to nodal degree, i.e., the density of the network, which is usually regarded as constant for a given network setting. The information necessary for greedy forwarding is simply the destination ID and location. The information needs for trace-routing is the plane defined by the destination, local minimum, and another arbitrary node. The computation overhead includes the identification of boundary neighbors and the next hop on the trace, which is proportional to the nodal degree as well.

---

**Figure 9:** The left column shows 3D sensor network models and the right column illustrates sample routing paths in each model. The sensors on the boundary of holes are highlighted in different colors. The blue segments indicate greedy forwarding, while the red segments follow trace-routing.

**Figure 10:** Stretch under UDG.
both communication and computation overhead are bounded by a small constant (i.e., nodal degree). GDSTR-3D constructs two convex hull-based trees, where each node aggregates the locations of its children by using 2D convex hulls. Its time complexity and communication cost are dominated by the computation of 2D convex hulls (i.e., $O(n \log n)$), while the per node storage cost can be close to a constant after compression.

Location information is required in both TR and GDSTR-3D, which is, however, often subject to errors in practical sensor network settings. Fig. 12 depicts the results of TR and GDSTR-3D under different localization errors. We consider a path fails if its stretch factor exceeds 6.0. The delivery ratio of GDSTR-3D drops much faster than TR, because the location errors on individual nodes are aggregated in establishing the convex hull tree, increasing the chance to search into an incorrect tree branch. Since TR uses only local information only, the localization errors do not spread out. Therefore TR exhibits desired stability against localization errors. For example, under 30% errors, it still keeps its delivery ratio over 94%, while GDSTR-3D can deliver merely 81% of data.

### 4.3 Network Dynamics

Since TR does not rely on any global network structure, it is adaptive to network dynamics (e.g., sensors’ movement). Here we evaluate the performance of TR, GDSTR-3D and HVE in mobile 3D sensor networks. We assume the holes are obstacles in the field where sensor nodes cannot access, and assume a simple random waypoint mobility model. More specifically, each node chooses a random position within a distance of $\rho$ as its new position, where $\rho$ is the maximum moving range during a time interval $t$. We let $\rho = 0.2r$ in our simulations. In each time interval, we measure the delivery ratios of three algorithms based on 10,000 pair of randomly chosen nodes. Similar to the above discussion, a path is deemed unsuccessful if its stretch factor exceeds 6.0. The simulation lasts for 20 time intervals. As can be seen in Fig. 13, TR achieves a stable delivery ratio which is very close to 1 as expected, since the geometric shape of the network remains the same, even though the nodes change their positions. The failed routes, which are rare, are caused by the irregularity distribution of boundary nodes that results in very low node density in a local area. In a sharp contrast, the delivery ratios of GDSTR-3D and HVE decreases dramatically after 9 intervals, because the convex hull tree for GDSTR-3D and tetrahedron mesh for HVE become outdated, providing wrong routing information.

### 5. EXPERIMENTS

We have also implemented the TR algorithm on Crossbow MICAZ motes (MPR2400CA). We set up a small testbed with 98 motes, where the maximum transmission range is set to around 4.5 inches for easy configuration of network topology. We place the motes uniformly around the boundary of a cubic hole of $20 \times 20 \times 20$ inches and manually measure the relative coordinates of each mote. The distance between neighboring motes is 4 inches and the nodal degree is around 4, as shown in Fig. 14. Since all motes are boundary nodes, we skip boundary identification in our implementation. Each mote keeps a table to store its neighboring motes’ coordinates, which is an very small array ($4 \times 4$ in size), which contains node ID and 3D-coordinates. The exchange of neighboring information is done during the bootstrap phase, which takes less than 20 seconds. The TR algorithm involves mostly vectors operations, such as cutting plane identification, intersection between line segment and plane, and calculation of angle between two vectors, which are very convenient to implement on MICAZ motes. A data packet contains a dummy data segment (of 512 bytes), the IDs and coordinates of the source and destination, and a flag to indicate current routing method (i.e., greedy or trace-routing). If trace-routing is employed, the data packet also includes the ID and coordinates of the local minimum node, and the cutting plane (represented as $Ax + By + Cz + D = 0$ where $A$, $B$, $C$ and $D$ are computed only once at the local minimum node based on the coordinates of
the local minimum, the destination and an arbitrary neighboring node). The total overhead per packet is 52 bytes. We select 40 pairs of motes on different sides of the hole and transmit 50 packets for each route. All data packets are successfully delivered from source to destination in our experiment as expected, with an average stretch factor of 1.06.

6. CONCLUSION AND FUTURE WORKS

We have proposed trace-routing, a distributed and deterministic routing algorithm with constant storage, communication and computation overhead for 3D wireless sensor networks. Its basic idea is to construct a virtual cutting plane that intersects boundary surface to yield a trace, along which a routing path with guaranteed delivery can be established. We have proven the correctness of trace-routing under both continuous and discrete settings. We have implemented trace-routing on Crossbow sensors and carried out extensive simulations to evaluate its routing efficiency.
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