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Modified Normal-based Approximation to the Percentiles of Linear Combination of Independent Random Variables with Applications
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A modified normal-based approximation for calculating the percentiles of a linear combination of independent random variables is proposed. This approximation is applicable in situations where expectations and percentiles of the individual random variables can be readily obtained. The merits of the approximation are evaluated for the chi-square and beta distributions using Monte Carlo simulation. An approximation to the percentiles of the ratio of two independent random variables is also given. Solutions based on the approximations are given for some classical problems such as interval estimation of the normal coefficient of variation, survival probability, the difference between or the ratio of two binomial proportions, and for some other problems. Furthermore, approximation to the percentiles of a doubly noncentral F distribution is also given. For all the problems considered, the approximation provides simple satisfactory solutions. Two examples are given to show applications of the approximation.
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1. Introduction

Approximations are commonly used in many applications where exact solutions are numerically involved, not tractable, or for simplicity and convenience. The problem of approximating linear combinations of independent random variables has been well addressed in the literature, especially for a linear combination of independent chi-square random variables (Satterthwaite, 1941, 1946; Welch, 1938, 1947) and of independent noncentral chi-square random variables (Imhof, 1961). Satterthwaite approximation is commonly used to estimate linear combinations of variance components in one-way random model and other mixed models. Furthermore, the famous Welch’s “approximate degrees of freedom” solution to the Behrens-Fisher problem is based on the Satterthwaite approximation. These approximations are essentially obtained by matching moments, and they are valid only when the coefficients in the linear combination are positive.
In this article, we propose a simple method for approximating the percentiles of linear combination of independent random variables where the coefficients could be negative. The idea for our approximation stems from Graybill and Wang (1980) and Zou and Donner (2008), who proposed an approximate method of obtaining confidence intervals (CIs) for a linear combination of parameters based on independent CIs of the individual parameters. Graybill and Wang derived the result only for a linear combination variance components whereas Zou and Donner (2008) have justified that Graybill-Wang’s result is valid for any parameters. Zou and Donner refer to their approach as the method of variance estimate recovery (MOVER). In a series of articles (Zou, 2013; Zou et al., 2008, 2009a,b), it has been shown that the approximate solutions based on the MOVER to many problems are very satisfactory. In view of these results, our interest here is to find approximation to percentiles of the distribution of a linear combination of independent random variables (not necessarily from the same family) based on the percentiles of the individual random variables.

To understand the similarity between the problem of estimating a linear combination of parameters, and the problem of finding the percentiles of a linear combination of independent random variables, we shall outline the solution for the former problem. Let \( \hat{\theta}_i \) be an unbiased estimate of \( \theta_i \), \( i = 1, \ldots, k \). Assume that \( \hat{\theta}_i \)'s are independent. Let \((l_i, u_i)\) be a \( 1 - \alpha \) confidence interval (CI) for \( \theta_i \), \( i = 1, \ldots, k \). The approximate MOVER CI \((L, U)\) for \( \sum_{i=1}^{k} w_i \theta_i \) is given by

\[
L = \sum_{i=1}^{g} w_i \hat{\theta}_i - \sqrt{\sum_{i=1}^{g} w_i^2 (\hat{\theta}_i - l_i^*)^2}, \quad \text{with } l_i^* = \begin{cases} l_i & \text{if } w_i > 0, \\ u_i & \text{if } w_i < 0, \end{cases} \tag{1}
\]

and

\[
U = \sum_{i=1}^{g} w_i \hat{\theta}_i + \sqrt{\sum_{i=1}^{g} w_i^2 (\hat{\theta}_i - u_i^*)^2}, \quad \text{with } u_i^* = \begin{cases} u_i & \text{if } w_i > 0, \\ l_i & \text{if } w_i < 0. \end{cases} \tag{2}
\]

The approximation for the percentiles of \( \sum_{i=1}^{k} w_i X_i \), where \( X_i \)'s are independent continuous random variables, that we propose in the sequel is essentially the same as (1) and (2), except that the point estimates are replaced by the expected values of unobservable random variables \( X_i \)'s, \( l_i \)'s and \( u_i \)'s are replaced by the corresponding percentiles of \( X_i \)'s, \( i = 1, \ldots, g \).

The rest of the article is organized as follows. In the following section, we describe the approximation for the percentiles of a linear combination of independent random variables. From the proposed approximation, we deduce an approximation to the percentiles of the ratio \( X/Y \), where \( X \) and \( Y \) are independent random variables with \( Y \) being positive. In Section 3, we appraise the approximation by comparing the percentiles based on the approximation with the Monte Carlo (MC) estimates for the cases of beta random variables and chi-square random variables. In Section 4, we provide some applications of the proposed approximation to develop CIs for the difference between two binomial proportions, relative risk, and for the ratio of odds. We further show applications for estimating the common mean of several normal populations, coefficient of variation of a normal distribution, and for a survival probability. In Section 5, we point out applications to some other problems including approximation to the percentiles of a doubly noncentral \( F \) distribution. In Section 6, the methods are applied to find CIs for some practical problems involving
binomial distribution and normal distribution, and compared with the available ones. Some concluding remarks are given in Section 7.

2. Main Result

Let $X_1, \ldots, X_k$ be independent continuous random variables such that $X_i$’s are approximately normally distributed under some conditions. Consider the linear combination $Q = \sum_{i=1}^{k} w_i X_i$, where $w_i$’s are known constants. Let $Q_\alpha$ denote the $\alpha$ quantile of $Q$. Under the assumption that the $X_i$’s are approximately normal, we have

$$Q_\alpha \approx \sum_{i=1}^{k} w_i E(X_i) - z_{1-\alpha} \left[ \sum_{i=1}^{k} w_i^2 \text{Var}(X_i) \right]^{\frac{1}{2}}, \quad 0 < \alpha < .5,$$

(3)

where $z_p$ denotes the $p$ quantile of the standard normal distribution.

Following the MOVER, we modify the approximate quantile in (3) by replacing the Var$(X_i)$ by an expression that depends on the percentile and the mean of $X_i$. Under the assumption on $X_i$, an approximate $\alpha$ quantile of $X_i$ is given by

$$X_{i;\alpha} \approx E(X_i) - z_{1-\alpha} \sqrt{\text{Var}(X_i)}, \quad \text{for } 0 < \alpha < .5,$$

(4)

which implies that

$$\text{Var}(X_i) \approx \frac{(E(X_i) - X_{i;\alpha})^2}{z_{1-\alpha}^2}.$$  

(5)

Substituting the above variance expression in (3), we obtain the approximation

$$Q_\alpha \approx \sum_{i=1}^{k} w_i E(X_i) - \left[ \sum_{i=1}^{k} w_i^2 (E(X_i) - X_{i;\alpha})^2 \right]^{\frac{1}{2}}.$$  

(6)

If distributions of $X_i$’s are symmetric about their means, then $|X_{i;\alpha} - E(X_i)| = |X_{i;1-\alpha} - E(X_i)|$, and the above approximation may be satisfactory regardless of the signs of $w_i$’s. If some of $w_i$’s are negative and the distributions of $X_i$’s are not necessarily symmetric, then a better approximation can be obtained as follows. Let $w_i^* = w_i$ if $w_i > 0$ and $-w_i$ if $w_i < 0$, and let $X_i^* = X_i$ if $w_i > 0$ and $-X_i$ if $w_i < 0$. As $Q = \sum_{i=1}^{k} w_i X_i = \sum_{i=1}^{k} w_i^* X_i^*$, it follows from (6) that

$$Q_\alpha \approx \sum_{i=1}^{k} w_i^* E(X_i^*) - \left[ \sum_{i=1}^{k} w_i^2 (E(X_i^*) - X_{i;\alpha}^*)^2 \right]^{\frac{1}{2}}.$$  

(7)

Note that $\sum_{i=1}^{k} w_i^* E(X_i^*) = \sum_{i=1}^{k} w_i E(X_i)$, and if $w_i < 0$ for some $i$, then $X_{i;\alpha}^* = -X_{i;1-\alpha}$ and $E(X_i^*) = -E(X_i)$, and so the $i$th term within the square brackets of (7) is equal to $w_i^2 (X_{i;1-\alpha} - E(X_i))^2$. Using this relation, we obtain the approximation for $Q_\alpha$ as

$$Q_\alpha \approx \sum_{i=1}^{k} w_i E(X_i) - \left[ \sum_{i=1}^{k} w_i^2 (E(X_i) - X_i^*)^2 \right]^{\frac{1}{2}}, \quad \text{for } 0 < \alpha \leq .5,$$

(8)

where $X_i^* = X_{i;\alpha}^*$ if $w_i > 0$, and is $X_{i;1-\alpha}$ if $w_i < 0$. 


Similarly, an approximation to an upper percentile of $Q$ can be obtained as

$$Q_{1-\alpha} \simeq \sum_{i=1}^{k} w_i E(X_i) + \left[ \sum_{i=1}^{k} w_i^2 [E(X_i) - X_i^\alpha] \right]^{\frac{1}{2}}, \text{ for } 0 < \alpha < .5,$$

(9)

where $X_i^\alpha = X_{i;1-\alpha}$ if $w_i > 0$, and is $X_{i;\alpha}$ if $w_i < 0$.

The standard approximation that does not require the percentiles of the individual random variables in $Q$ is given by

$$Q^*_\alpha \simeq \sum_{i=1}^{k} w_i E(X_i) + z_\alpha \left[ \sum_{i=1}^{k} w_i^2 \text{Var}(X_i) \right]^{\frac{1}{2}}, \text{ for } 0 < \alpha < 1.$$

(10)

We shall refer to the approximations in (8) and (9) as the modified normal-based approximations (MNAs), and the standard one in (10) as the normal-based approximation (NA).

**Remark 2.1.** If $X_1, \ldots, X_k$ are independent normal random variables, then it can be readily verified that the approximations (8), (9), and (10) are exact. We will see in the sequel that MNAs are better than the usual approximation (10) when the distributions of $X_i$’s are asymmetric.

### 2.1. Ratio of Two Independent Random Variables

The percentiles of the ratio of two independent random variables can be deduced from the modified normal-based approximations in (8) and (9). Let $X$ and $Y$ be independent random variables with mean $\mu_x$ and $\mu_y$, respectively. Assume that $Y$ is a positive random variable. For $0 < \alpha < 1$, let $c$ denote the $\alpha$ quantile of $R = X/Y$ so that $P(X - cY \leq 0) = \alpha$. This means that $c$ is the value for which the $\alpha$ quantile of $X - cY$ is zero. The approximate $\alpha$ quantile of $X - cY$ based on (8) is

$$\mu_x - c\mu_y - \sqrt{(\mu_x - X_\alpha)^2 + c^2(\mu_y - Y_{1-\alpha})^2},$$

where $\mu_x = E(X)$, $\mu_y = E(Y)$, and $X_\alpha$ and $Y_\alpha$ denote the $\alpha$ quantiles of $X$ and $Y$, respectively. Equating the above expression to zero, and solving the resulting equation for $c$, we get an approximate $\alpha$ quantile for $X/Y$ as

$$R_\alpha \simeq \left\{ \begin{array}{ll}
\frac{\mu_x \mu_y - \left[ (\mu_x \mu_y)^2 - \left( \mu_y^2 - (\mu_y - Y_{1-\alpha})^2 \right) \left( \mu_x^2 - (\mu_x - X_\alpha)^2 \right) \right]^{\frac{1}{2}}}{\mu_x^2 - (\mu_y - Y_{1-\alpha})^2}, & 0 < \alpha \leq .5, \\
\frac{\mu_x \mu_y + \left[ (\mu_x \mu_y)^2 - \left( \mu_y^2 - (\mu_y - Y_{1-\alpha})^2 \right) \left( \mu_x^2 - (\mu_x - X_\alpha)^2 \right) \right]^{\frac{1}{2}}}{\mu_y^2 - (\mu_y - Y_{1-\alpha})^2}, & .5 < \alpha < 1. 
\end{array} \right.$$  

(11)

It should be noted that the above expression is a generalization of the one by Li et al. (2010) for averages and that by Andreas and Hernandez (2014) for proportions.

### 3. Evaluation Studies

To appraise the accuracy of the MNAs, we shall compare the approximate percentiles with Monte Carlo (MC) estimates based on 100,000 runs. For simulation studies, we consider...
the chi-square distribution and the beta distribution. Note that the $\chi^2$ random variable is approximately normally distributed for large degrees of freedom (df). The beta random variable with the shape parameters $a$ and $b$, denoted by $B_{a,b}$, is also approximately normally distributed for moderate and approximately equal values of $a$ and $b$. The MNAs in (8) and (9) for the percentiles of these random variables are expected to be satisfactory under the aforementioned conditions. So we shall evaluate the accuracy of the approximations for cases where these distributions are skewed.

For evaluation purpose, we can choose, without loss of generality, $|w_i| < 1$ and $\sum_{i=1}^{k} |w_i| = 1$. The approximate percentiles of $Q_C = \sum_{i=1}^{k} w_i x_{m_i}^2$, where $x_{m_i}^2$ denotes the chi-square random variables with df $m_i$, $i = 1, \ldots, k$, and the corresponding MC estimates based on 100,000 runs are presented in Table 1 for $k = 2$ and 4. The approximations are based on the standard normal approximation (NA) given in (10), and the MNAs (8) and (9). We see in Table 1 that the MNA percentiles are comparable with the corresponding Monte Carlo estimates in most cases whereas the ones based on the usual normal approximations are not satisfactory. In particular, when the dfs are very much different, the usual normal approximations are not accurate; see the case $(m_1, m_2) = (1, 20)$. The MNAs are quite satisfactory when the dfs $m_i$’s are not too small; see the values for $(m_1, m_2) = (6, 10)$ and $(m_1, \ldots, m_4) = (3, 4, 12, 5)$ in Table 1.

Results for $Q_B = \sum_{i=1}^{k} w_i B_{a_i,b_i}$, where $B_{a_i,b_i}$ denotes the beta random variable with the shape parameters $a_i$ and $b_i$, are given in Table 2 for $k = 2$ and 5. The results based on the MC method and the approximate method are in agreement in most cases, especially, for upper

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$m_1$</th>
<th>$m_2$</th>
<th>$m_3$</th>
<th>$m_4$</th>
<th>$k = 2$</th>
<th>$k = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.01</td>
<td>(1, 2)</td>
<td>-4.56</td>
<td>-4.30</td>
<td>-4.24</td>
<td>.043</td>
<td>.065</td>
</tr>
<tr>
<td>.05</td>
<td>(2, 4)</td>
<td>-3.00</td>
<td>-2.87</td>
<td>-3.11</td>
<td>.072</td>
<td>.082</td>
</tr>
<tr>
<td>.10</td>
<td>(1, 2)</td>
<td>-2.31</td>
<td>-2.25</td>
<td>-2.51</td>
<td>.094</td>
<td>.098</td>
</tr>
<tr>
<td>.20</td>
<td>(0.5, 1)</td>
<td>1.54</td>
<td>1.56</td>
<td>1.71</td>
<td>.501</td>
<td>5.02</td>
</tr>
<tr>
<td>.50</td>
<td>(0.7, 1)</td>
<td>2.37</td>
<td>2.33</td>
<td>2.31</td>
<td>6.08</td>
<td>6.14</td>
</tr>
<tr>
<td>.90</td>
<td>(0.9, 1)</td>
<td>4.35</td>
<td>4.17</td>
<td>3.44</td>
<td>8.63</td>
<td>8.67</td>
</tr>
<tr>
<td>.95</td>
<td>(2, 10)</td>
<td>-2.21</td>
<td>-2.08</td>
<td>-3.97</td>
<td>-2.28</td>
<td>-2.31</td>
</tr>
<tr>
<td>.99</td>
<td>(0.8, -2)</td>
<td>-1.07</td>
<td>-1.07</td>
<td>-1.99</td>
<td>-0.93</td>
<td>-0.93</td>
</tr>
<tr>
<td>.99</td>
<td>(1, 20)</td>
<td>5.28</td>
<td>5.34</td>
<td>3.47</td>
<td>(8, 2, 1, 2)</td>
<td>-0.37</td>
</tr>
<tr>
<td>.99</td>
<td>(4, 2)</td>
<td>6.83</td>
<td>6.90</td>
<td>6.09</td>
<td>(3, -2, -2, 3)</td>
<td>.38</td>
</tr>
<tr>
<td>.99</td>
<td>7.80</td>
<td>7.85</td>
<td>7.48</td>
<td>0.75</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>.99</td>
<td>17.52</td>
<td>17.49</td>
<td>17.32</td>
<td>4.27</td>
<td>4.23</td>
<td></td>
</tr>
<tr>
<td>.99</td>
<td>19.32</td>
<td>19.34</td>
<td>18.71</td>
<td>4.98</td>
<td>4.99</td>
<td></td>
</tr>
<tr>
<td>.99</td>
<td>23.13</td>
<td>23.18</td>
<td>21.33</td>
<td>6.46</td>
<td>6.65</td>
<td></td>
</tr>
</tbody>
</table>

Table 1
Comparison of 100$\alpha$ percentiles of $\sum_{i=1}^{k} w_i x_{m_i}^2$.

Note: MC, Monte Carlo simulation; MNA, based on (8) and (9); NA, based on (10).
percentiles. The usual normal approximations based on (10) are unsatisfactory if some of the beta distributions are very asymmetric; see the results for \((a_1, b_1; a_2, b_2) = (.6, 3; 3, 12)\) and the first part of Table 2 under \(k = 5\).

Overall, we see that the MNA percentiles are more accurate than those based on the usual approximation (10). We also compared the quantiles based on approximations with the MC estimates for \(.3 \leq \alpha \leq .7\) for the two linear combinations considered in the preceding paragraphs, and observed that the approximations are very satisfactory for mid percentiles. These results are not reported here, because in most applications one needs the tail percentiles.

### 4. Applications

The tail percentiles of a linear combination of independent random variables are required in many applications. We shall point out only a few well-known problems where the MNAs can be readily applied to find satisfactory solutions.

#### 4.1. Binomial and Poisson Distributions

Let \(X_1, \ldots, X_g\) be independent random variables with \(X_i \sim \text{binomial}(n_i, p_i), i = 1, \ldots, g\). Recently, Krishnamoorthy and Lee (2010) proposed a fiducial approach using which a CI for any real valued function \(f(p_1, \ldots, p_g)\) can be easily obtained. To describe
their approach, let \((k_1, \ldots, k_g)\) be an observed value of \((X_1, \ldots, X_g)\). A fiducial quantity for \(p_i\) is given by \(V_i = B_{k_i+5,n_1-k_i+5}\). A fiducial quantity for a function is obtained by substitution, and \(f(V_1, \ldots, V_g)\) is a fiducial quantity for \(f(p_1, \ldots, p_g)\). The lower and upper \(\alpha\) quantiles of \(f(V_1, \ldots, V_g)\) form a 1\(−2\alpha\) CI for \(f(p_1, \ldots, p_g)\), and these quantiles can be estimated by simulation. Closed-form approximate CIs for functions involving binomial parameters such as the relative risk \(p_1/p_2\), the ratio of odds \([p_1/(1−p_1)]/[p_2/(1−p_2)]\), and a contrast \(\sum_{i=1}^g l_ip_i\) (Andrés et al., 2011) can be readily obtained using the approximations in the preceding sections. For instance, the fiducial quantity for the ratio of odds is given by

\[
\frac{B_{k_1+5,n_1-k_1+5}(1−B_{k_2+5,n_2-k_2+5})}{B_{k_2+5,n_2-k_2+5}(1−B_{k_1+5,n_1-k_1+5})} \sim \frac{(2k_1 + 1)(2n_2 - 2k_2 + 1)}{(2k_2 + 1)(2n_1 - 2k_1 + 1)} F_{2k_1+1,2n_1-2k_1+1},
\]

where \(F_{m,n}\) denotes the \(F\) random variable with dfs \(m\) and \(n\). The above result in (12) is obtained using the results that \(B_{m,n} \sim \chi^2_{2m}/(\chi^2_{2m} + \chi^2_{2n})\) and \((n\chi^2_{2m}/(m\chi^2_{2n})) \sim F_{m,n}\), where the chi-square random variables are independent. The percentiles of (12) form a CI for the ratio of odds. Approximate percentiles of (12) can be obtained using (11). Exact coverage studies by Zhang (2013) indicated that the CI based on (12) and the approximation (11) is quite comparable with the score CI by Miettinen and Nurminen (1985). It should be noted that our CI is in closed-form and simple to calculate whereas the score CI is numerically involved. Also, see Example 1 for illustration of the approximate methods to find CIs for the relative risk, ratio of odds, and for the difference \(p_1 - p_2\).

Krishnamoorthy and Lee (2010) have also proposed fiducial quantity for a Poisson mean \(\lambda\). Let \(X\) denote the total number of counts based on a random sample of size \(n\) from a Poisson(\(\lambda\)) distribution, and let \(k\) be an observed value of \(X\). Then \(\frac{X}{n}\) is a fiducial variable for \(\lambda\). The appropriate percentiles of the fiducial variable form a CI for \(\lambda\). Approximate solutions to some two-sample problems or estimation of a weighted average \(\sum_{i=1}^k w_i\lambda_i\), where \(\lambda_i\) is the mean of the \(i\)th Poisson distribution, can be readily obtained using (8) and (9). Applications of CIs for the weighted Poisson means can be found in Dobson et al. (1991).

### 4.2. Problems Involving Normal Distributions

We shall see some applications of the approximations in Section 2 for estimating the common mean of several normal populations, coefficient of variation, and estimation of survival probability for the normal case.

#### 4.2.1. Estimation of the common mean of several normal populations

Let \((\bar{X}_i, S^2_i)\) denote the (mean, variance) based on a sample of size \(n_i\) from a \(N(\mu, \sigma^2)\) distribution, \(i = 1, \ldots, k\). Fairweather (1972) proposed a method of finding exact CIs for the common mean \(\mu\) based on \((\bar{X}_i, S^2_i), i = 1, \ldots, k\). This exact method requires upper percentiles of \(W_i = |\sum_{j=1}^k u_jt_{m_j}|\), where \(t_{m_j}\) denote the \(t\) random variable with df \(m_i = n_i - 1\) and \(u_j = [\var{t_{m_j}}/\sum_{j=1}^k \var{t_{m_j}}]^{-1}\). Exact percentiles of \(W_i\) can be obtained numerically for the case of \(k = 2\), but they are difficult to find for \(k \geq 3\). Approximate percentiles of \(W_i\) can be obtained using (8) and (9). For the case of \(k = 2\), the approximate ones are compared with the exact percentiles of \(W_i\) given in Table 5 of Jordan and Krishnamoorthy (1996). The results are reported in Table 3 for some values of \(m_1 \geq 5\) and \(m_2 \geq 5\). We observe from Table 3 that the approximate ones are quite comparable with the exact ones.
Table 3

Exact and (approximate) 95th percentiles of $W_t$

<table>
<thead>
<tr>
<th>$m_1$</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.814 (1.818)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.766 (1.772)</td>
<td>1.722 (1.730)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.733 (1.740)</td>
<td>1.692 (1.700)</td>
<td>1.663 (1.672)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.709 (1.716)</td>
<td>1.669 (1.678)</td>
<td>1.641 (1.651)</td>
<td>1.621 (1.631)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1.690 (1.698)</td>
<td>1.652 (1.661)</td>
<td>1.625 (1.635)</td>
<td>1.605 (1.615)</td>
<td>1.590 (1.600)</td>
</tr>
<tr>
<td>10</td>
<td>1.675 (1.684)</td>
<td>1.638 (1.647)</td>
<td>1.612 (1.622)</td>
<td>1.593 (1.602)</td>
<td>1.578 (1.587)</td>
</tr>
</tbody>
</table>

Jordan and Krishnamoorthy (1996) have proposed an alternative exact method finding CIs for the above common mean problem, which requires the upper percentiles of $W_f = \sum_{i=1}^{k} w_i F_{1,m_i}$, where $F_{1,m_i}$ is the $F$ random variable with df $1$ and $m_i = n_i - 1$, and $w_i = \xi_i^{-1}/(\sum_{j=1}^{k} \xi_j^{-1})$, where $\xi_i = \text{Var}(F_{1,m_i}), i = 1, \ldots, k$. Approximate percentiles of $W_f$ can be obtained using (9).

4.3. Noncentral t Distribution, Coefficient of Variation, and Survival Probability

4.3.1. Noncentral t percentiles. Approximations to noncentral $t$ percentage points are proposed in many papers including Johnson and Welch (1940), Kramer (1963) and Akahira (1995). To obtain approximations using (11), let $t_m(\delta)$ denote the noncentral $t$ random variable with df $m$ and the noncentrality parameter $\delta$, and let $t_{m,\alpha}(\delta)$ denote the $\alpha$th quantile of $t_m(\delta)$. Noting that

$$ t_m(\delta) \sim (Z + \delta)/\sqrt{V}, \tag{13} $$

where $Z \sim N(0, 1)$ independently of $V \sim \chi^2_m/m$, we can use (11) with $X = Z + \delta$ and $Y = \sqrt{\chi^2_m/m}$ to find approximate percentiles of $t_m(\delta)$. More specifically, using $Y_\alpha = \sqrt{\chi^2_{m,\alpha}/m}$, $X_\alpha = \delta + z_\alpha$, $\mu_x = \delta$ and $\mu_y = E(\sqrt{V})$, we can find approximate percentiles of $t_m(\delta)$. The approximation in (14) is obtained using the approximation for the gamma function given in Wilson and Hilferty (1931). This approximation for $E(\sqrt{V})$ is very satisfactory even for $m = 2$, and we shall use this approximation for calculation of CIs and their accuracy study in the sequel.

To judge the accuracy of the approximation to the noncentral $t$ percentiles, we evaluated the exact and approximate percentiles for some values of $m$ and $\alpha$. Because $t_{m,\alpha}(\delta) = -t_{m,1-\alpha}(-\delta)$, it is enough to compare the percentiles for $\alpha \geq .5$ and $\delta > 0$. The calculated values are given in Table 4 for smaller values of $m$ and $\delta = .5$ and 2.5. Examination of the results in Table 4 clearly indicates that the approximations are in general satisfactory, and the accuracy improves with increasing $m$. 

Table 4

<table>
<thead>
<tr>
<th>$m$</th>
<th>$t_{1,0.05}$</th>
<th>$t_{1,0.01}$</th>
<th>$t_{1,0.005}$</th>
<th>$t_{1,0.001}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.645</td>
<td>2.326</td>
<td>3.182</td>
<td>4.032</td>
</tr>
<tr>
<td>2</td>
<td>2.358</td>
<td>3.160</td>
<td>3.920</td>
<td>4.604</td>
</tr>
<tr>
<td>3</td>
<td>2.920</td>
<td>3.907</td>
<td>4.604</td>
<td>5.227</td>
</tr>
<tr>
<td>4</td>
<td>3.355</td>
<td>4.437</td>
<td>5.147</td>
<td>5.708</td>
</tr>
<tr>
<td>5</td>
<td>3.684</td>
<td>4.835</td>
<td>5.596</td>
<td>6.144</td>
</tr>
</tbody>
</table>
Table 4
Approximate and (exact) percentiles of the noncentral \( t \) with df \( m \) and the noncentrality parameter \( \delta \)

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \delta = .5 )</th>
<th>( \delta = 2.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>.5</td>
<td>0.56 (0.54)</td>
<td>0.55 (0.53)</td>
</tr>
<tr>
<td>.7</td>
<td>1.18 (1.17)</td>
<td>1.13 (1.13)</td>
</tr>
<tr>
<td>.8</td>
<td>1.63 (1.63)</td>
<td>1.55 (1.55)</td>
</tr>
<tr>
<td>.9</td>
<td>2.40 (2.43)</td>
<td>2.22 (2.23)</td>
</tr>
<tr>
<td>.95</td>
<td>3.24 (3.33)</td>
<td>2.89 (2.95)</td>
</tr>
<tr>
<td>.99</td>
<td>5.65 (6.18)</td>
<td>4.65 (4.95)</td>
</tr>
</tbody>
</table>
Table 5

Coverage probabilities of 95% one-sided lower and (upper) confidence limits for \( \Phi((t - \mu)/\sigma) \)

<table>
<thead>
<tr>
<th>( (t - \mu)/\sigma )</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>8</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>.940</td>
<td>.944</td>
<td>.948</td>
<td>.947</td>
<td>.949</td>
<td>.948</td>
</tr>
<tr>
<td>0.2</td>
<td>.945</td>
<td>.945</td>
<td>.948</td>
<td>.946</td>
<td>.948</td>
<td>.948</td>
</tr>
<tr>
<td>0.6</td>
<td>.949</td>
<td>.948</td>
<td>.947</td>
<td>.947</td>
<td>.948</td>
<td>.948</td>
</tr>
<tr>
<td>1.0</td>
<td>.952</td>
<td>.948</td>
<td>.949</td>
<td>.949</td>
<td>.949</td>
<td>.949</td>
</tr>
<tr>
<td>1.2</td>
<td>.951</td>
<td>.947</td>
<td>.949</td>
<td>.948</td>
<td>.949</td>
<td>.949</td>
</tr>
<tr>
<td>1.6</td>
<td>.951</td>
<td>.950</td>
<td>.950</td>
<td>.950</td>
<td>.950</td>
<td>.950</td>
</tr>
<tr>
<td>1.8</td>
<td>.950</td>
<td>.950</td>
<td>.950</td>
<td>.950</td>
<td>.950</td>
<td>.950</td>
</tr>
<tr>
<td>2.2</td>
<td>.951</td>
<td>.956</td>
<td>.950</td>
<td>.950</td>
<td>.950</td>
<td>.950</td>
</tr>
<tr>
<td>2.4</td>
<td>.951</td>
<td>.954</td>
<td>.949</td>
<td>.952</td>
<td>.952</td>
<td>.950</td>
</tr>
</tbody>
</table>

4.3.2. **Coefficient of variation and survival probability.** Let \((\bar{X}, S^2)\) denote the (mean, variance) based on a random sample of size \(n\) from a \(N(\mu, \sigma^2)\) distribution. Let \((\bar{x}, s^2)\) be an observed value of \((\bar{X}, S^2)\). Several authors have proposed approximate CIs for the coefficient of variation \(\sigma/\mu\). Among them, the modified McKay’s CI by Vangel (1996) and the recent one by Donner and Zou (2012) seem to be satisfactory. We shall find approximate CIs for the coefficient of variation and survival probability following the exact approach by Johnson and Welch (1940). These authors showed that finding exact CIs for \(\sigma/\mu\) and the survival probability \(P(X > t) = 1 - \Phi((t - \mu)/\sigma) = \Phi((t - \mu)/\sigma)\), where \(\Phi(x)\) is the standard normal distribution function and \(t\) is a specified value, involves finding the root (with respect to \(\delta\)) of the equation

\[
t_m;\alpha(\delta) = t^*,
\]

where \(t^*\) is a function of \((\bar{x}, s)\). An approximation to the root can be readily obtained as follows. Using (13) and (15), we see that \(\delta\) is the solution of the equation \(P(t^*\sqrt{V} - Z > \delta) = \alpha\), and so the value of \(\delta\) that satisfies (15) is the \(1 - \alpha\) quantile of \(t^*\sqrt{V} - Z\). An approximation to this quantile can be readily obtained from (9) as

\[
t^*E(\sqrt{V}) + \sqrt{t^*E(\sqrt{V}) - v_0^*}^2 + z_\alpha^2,
\]

where \(E(\sqrt{V})\) is given in (14), \(v_0^* = \sqrt{\frac{z_{m-1}}{m}}\) if \(t^* > 0\), and it is \(\sqrt{\frac{z_{m}}{m}}\) if \(t^* < 0\). Similarly, it can be shown that an approximation to \(\delta\) that satisfies \(t_{m;1-\alpha}(\delta) = t^*\) is given by

\[
t^*E(\sqrt{V}) - \sqrt{t^*E(\sqrt{V}) - v_0^*}^2 + z_\alpha^2,
\]

where \(v_0^* = \sqrt{\frac{z_{m}}{m}}\) if \(t^* > 0\), and it is \(\sqrt{\frac{z_{m-1}}{m}}\) if \(t^* < 0\).

A CI for the survival probability \(\Phi((t - \mu)/\sigma)\) can be obtained from the one for \(\eta = (t - \mu)/\sigma\). Let \(\tilde{\eta} = (t - \bar{x})/s\). Then the Johnson-Welch exact CI for \(\eta\) is given by \((L, U)\), where \(L\) is the root of the equation \(t_{n-1;1-\alpha}(\sqrt{n}L) = \sqrt{n\tilde{\eta}}\), and \(U\) is the root of...
the equation $t_{n-1,\alpha}(\sqrt{n}U) = \sqrt{n}\hat{\eta}$. Approximate roots of these equations can be readily obtained from (16) and (17), and these roots form the CI for $\eta$, given by

$$ (L_\eta, U_\eta) = \left( \hat{\eta}E(\sqrt{V}) - \sqrt{\hat{\eta}^2(E(\sqrt{V}) - \hat{v}_n^2)}^2 + \frac{z_{\alpha}^2}{n}, \hat{\eta}E(\sqrt{V}) + \sqrt{\hat{\eta}^2(E(\sqrt{V}) - \hat{v}_n^2)}^2 + \frac{z_{\alpha}^2}{n} \right),$$

(18)

where $\hat{v}_n^*$ and $\hat{v}_n^+$ are as defined in (16) and (17), respectively, with $m = n - 1$. The $1 - 2\alpha$ CI for the survival probability $\Phi(\eta)$ is $(\Phi(U_\eta), \Phi(L_\eta))$.

Johnson and Welch’s (1940) exact CI for $\theta = \mu/\sigma$ is $(L, U)$, where $L$ is the root of the equation $t_{n-1,1-\alpha}(\sqrt{n}L) = \sqrt{n}\bar{x}/s$ and $U$ is the root of the equation $t_{n-1,\alpha}(\sqrt{n}U) = \sqrt{n}\bar{x}/s$. The interval $(U^{-1}, L^{-1})$ is an exact $1 - 2\alpha$ CI for the coefficient of variation $\sigma/\mu$. An approximate $1 - 2\alpha$ CI for the coefficient of variation $\sigma/\mu$ based on (16) and (17) is given by

$$ \left[ \left( \hat{\theta}E(\sqrt{V}) + \sqrt{\hat{\theta}^2(E(\sqrt{V}) - \hat{v}_n^2)}^2 + \frac{z_{\alpha}^2}{n} \right)^{-1}, \left( \hat{\theta}E(\sqrt{V}) - \sqrt{\hat{\theta}^2(E(\sqrt{V}) - \hat{v}_n^2)}^2 + \frac{z_{\alpha}^2}{n} \right)^{-1} \right],$$

(19)

where $\hat{\theta} = \bar{x}/s$.

To judge the accuracy of the approximate CI for the survival probability, we estimated the coverage probabilities using Monte Carlo simulation with 100,000 runs. For coverage studies, we used the approximate expression (14) for $E(\sqrt{V})$ in the CI (18). We report the coverage probabilities of the CI (18) for the survival probability in Table 5. The reported coverage probabilities clearly indicate that the CI for $\Phi(\eta)$ perform satisfactorily even for sample of size two. The new approximate CI (18) maintains the coverage probabilities very close to the nominal level. We also estimated the coverage probabilities of the CI for the coefficient variation for $\sigma/\mu = 1(1).4$. They are not reported here; however, we note that the coverage probabilities are very close to the nominal level .95 for sample sizes of four or more.

5. Other Applications

We have also checked the validity of the MNAs in some other applications. For example, the approximations in (8) and (9) can be applied to find the percentiles of a linear combination of a set of independent random variables from a location–scale family. We verified the results for the symmetric location-scale families, namely, the logistic and the Laplace (double exponential), and found that the approximations work very satisfactorily, and much better than the usual approximation in (10). The approximations also work well for the extreme-value distribution (an asymmetric location–scale family), but less accurate than the results for the symmetric case.

Percentiles of $Q_{NC} = \sum_{i=1}^{k} w_i \chi^2_{m_i}(\delta_i)$, where $\chi^2_{m_i}(\delta_i)$’s are independent noncentral chi-square random variables with df = $m_i$ and the noncentrality parameter $\delta_i$, are required in many applications (see Imhof, 1961; Krishnamoorthy and Mondal, 2006; Zhang, 2005). The
normal approximate percentiles based on (8) and (9) for $Q_{NC}$ are comparable with Imhof’s approximation, in particular, for upper percentiles. Both Imhof’s and our approximations are not good for finding lower percentiles of $Q_{NC}$ when the dfs associated with the noncentral chi-squares are too small.

Computation of the percentiles of a doubly noncentral $F$ distribution is one of the challenging problems, and popular software packages do not include routine for calculating percentage points of doubly noncentral $F$. The software “Dataplot” by the NIST computes only the distribution function, not its inverse function. Percentiles of a doubly noncentral $F$ can be readily approximated using (11). To see this, let $F_{m_1,m_2}(\delta_1, \delta_2)$ denote the noncentral $F$ random variable with the numerator df $m_1$, the denominator df $m_2$, and the noncentrality parameters $\delta_1$ and $\delta_2$. Noting that $F_{m_1,m_2}(\delta_1, \delta_2) \sim m_2 \chi^2_{m_1}(\delta_1)/[m_1 \chi^2_{m_2}]$, where the noncentral chi-square random variables are independent, we can use the approximations (11) with $X = \chi^2_{m_1}(\delta_1)$ and $Y = \chi^2_{m_2}(\delta_2)$. Multiplying the approximate percentage points of the ratio $X/Y$ by $(m_2/m_1)$, we can find approximate percentiles of $F_{m_1,m_2}(\delta_1, \delta_2)$.

A commonly used simple approximation for the percentiles of the doubly noncentral $F$ is the one based on the Patnaik approximation to the noncentral chi-square distribution given by
\[
\chi^2_n(\delta) \sim \rho \chi^2_v, \quad \text{where } \rho = \frac{n + 2\delta}{n + \delta} \text{ and } v = \frac{(n + \delta)^2}{(n + 2\delta)}. \tag{20}
\]

Using the above approximation, we obtain
\[
F_{m,m;\alpha} \approx \frac{\rho m_2 v_1}{\rho m_1 v_2} F_{v_1,v_2;\alpha}, \tag{21}
\]
where $\rho_1$ and $v_i$ are as defined in (20).

Bulgren (1971) provided a series expression for the cumulative distribution function, and reported the probability $P (F_{m_1,m_2}(\delta_1, \delta_2) \leq x)$ for some values of $(m_1, m_2, \delta_1, \delta_2, x)$. Part of the results from Table 1 of Bulgren (1971) along with the approximate ones based on (11) and (21) are given in Table 6. Comparison of the percentiles clearly indicates that the approximate percentiles based on (11) and (21) are satisfactory, and they are in close agreement with the Bulgren’s exact results when the dfs are not too small; see the second part of Table 6.

6. Examples

In the preceding sections, we have showed several applications of the MNAs. In the following, we shall illustrate the approximations for the problems involving binomial and normal distributions.

Example 6.1. The data in Table 7 are taken from Example 3.7.1 of Krishnamoorthy (2006). The interest here is to assess risk of the long-term exposure to a chemical. Data were obtained from independent samples from exposed and unexposed groups as shown in Table 7.

Let $p_e$ and $p_u$ denote the true proportions of adults with symptoms in the exposed and unexposed groups, respectively.

In the notation of this article, we have $k_1 = 13, n_1 = 32, k_2 = 4$, and $n_2 = 25$. For ease of presentation, let $V_i = B_{k_i+5,n_i-k_i+5}$, and let $V_{i;\alpha}$ denote the $\alpha$ quantile of $V_i$. 

### Table 6

Approximate 100$q$th percentiles based on (11) and the exact ones of doubly noncentral $F$ with dfs $m$ and $n$ and the noncentrality parameters $\delta_1$ and $\delta_2$

<table>
<thead>
<tr>
<th>$(m_1, m_2, \delta_1, \delta_2)$</th>
<th>$q$</th>
<th>exact</th>
<th>apprx (9)</th>
<th>apprx (19)</th>
<th>$(m_1, m_2, \delta_1, \delta_2)$</th>
<th>$q$</th>
<th>exact</th>
<th>apprx (9)</th>
<th>apprx (19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2, 4, 0.5, 0.5)</td>
<td>.94200</td>
<td>6.94</td>
<td>7.42</td>
<td>6.89</td>
<td>(4,30,10.0, 5.0)</td>
<td>.93693</td>
<td>6.39</td>
<td>6.39</td>
<td>6.37</td>
</tr>
<tr>
<td>(2, 15, 3, 3)</td>
<td>.79947</td>
<td>3.68</td>
<td>3.74</td>
<td>3.61</td>
<td>(4,30,24.0, 5.0)</td>
<td>.05705</td>
<td>2.69</td>
<td>2.68</td>
<td>2.77</td>
</tr>
<tr>
<td>(2,15, 0.5, 0.5)</td>
<td>.92342</td>
<td>3.68</td>
<td>3.78</td>
<td>3.67</td>
<td>(4,60, 0.5, 0.5)</td>
<td>.92784</td>
<td>2.53</td>
<td>2.54</td>
<td>2.52</td>
</tr>
<tr>
<td>(2,60, 0.5, 0.5)</td>
<td>.91414</td>
<td>3.15</td>
<td>3.18</td>
<td>3.14</td>
<td>(8,15, 4.0, 4.0)</td>
<td>.92066</td>
<td>2.74</td>
<td>2.66</td>
<td>2.63</td>
</tr>
<tr>
<td>(2, 4, 3.0, 3.0)</td>
<td>.93217</td>
<td>6.94</td>
<td>7.26</td>
<td>6.57</td>
<td>(8,60, 4.0, 9.0)</td>
<td>.86591</td>
<td>2.10</td>
<td>2.10</td>
<td>2.09</td>
</tr>
<tr>
<td>(2,30,12.0, 3.0)</td>
<td>.18459</td>
<td>3.32</td>
<td>3.30</td>
<td>3.38</td>
<td>(8,15, 0.5, 0.5)</td>
<td>.94523</td>
<td>2.64</td>
<td>2.66</td>
<td>2.64</td>
</tr>
<tr>
<td>(4, 4, 0.5, 0.5)</td>
<td>.95055</td>
<td>6.39</td>
<td>6.59</td>
<td>6.34</td>
<td>(8,60, 9.0, 9.0)</td>
<td>.64426</td>
<td>2.10</td>
<td>2.10</td>
<td>2.08</td>
</tr>
<tr>
<td>(4, 4, 2.0, 2.0)</td>
<td>.95623</td>
<td>6.39</td>
<td>6.56</td>
<td>6.05</td>
<td>(8,60, .50, .50)</td>
<td>.93712</td>
<td>2.10</td>
<td>2.10</td>
<td>2.10</td>
</tr>
<tr>
<td>(4, 4, 5.0, 5.0)</td>
<td>.97115</td>
<td>6.39</td>
<td>6.48</td>
<td>5.68</td>
<td>(8,30, 9.0, 9.0)</td>
<td>.77072</td>
<td>2.27</td>
<td>2.27</td>
<td>2.26</td>
</tr>
</tbody>
</table>
Table 7
Exposure data

<table>
<thead>
<tr>
<th>Group</th>
<th>Symptoms present</th>
<th>Symptoms absent</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exposed</td>
<td>13</td>
<td>19</td>
<td>32</td>
</tr>
<tr>
<td>Unexposed</td>
<td>4</td>
<td>21</td>
<td>25</td>
</tr>
<tr>
<td>Totals</td>
<td>17</td>
<td>40</td>
<td>57</td>
</tr>
</tbody>
</table>

For this example, we calculated $E(V_1) = .4091$, $E(V_2) = .1731$, $V_{1:0.025} = .2502$, $V_{2:0.025} = .0565$, $V_{1:975} = .5784$, and $V_{2:975} = .3369$. The 95% CI $(L, U)$ for $p_e - p_u$ is given by

$$L = E(V_1) - E(V_2) - \sqrt{(E(V_1) - V_{1:0.025})^2 + (E(V_2) - V_{2:0.975})^2} = .0078$$

and

$$U = E(V_1) - E(V_2) + \sqrt{(E(V_1) - V_{1:975})^2 + (E(V_2) - V_{2:0.025})^2} = .4416.$$  

One-sided CLs are similarly obtained using the 5th and 95th percentiles of the beta distributions. Using these above numerical values in (11), we can find a 95% CI for the relative risk.

To find the approximate CI for the ratio of odds, let $F_i = F_{2k_i+1,2n_i-2k_i+1}$, $i = 1, 2$. Noting that $E(F_{a,b}) = b/(b - 2)$, we find $E(F_1) = 1.0541$, $E(F_2) = 1.0489$, $F_{1:0.025} = .4821$, $F_{1:975} = 1.982$, $F_{2:0.025} = .2862$, and $F_{2:975} = 2.4269$. Using these numbers in (12), we can find 95% CI for the odds ratio; see Table 8.

Several approximate methods for finding CIs for the difference, relative risk, and for the odds ratio are proposed in the literature (see, e.g., Bailey, 1987; Bedrick, 1987; Krishnamoorthy and Lee, 2010; Newcombe, 1998, and the references therein). Among all the methods, the Miettinen-Nurminen (1985) likelihood-score CIs appear to be satisfactory and popular. Even though the Miettinen-Nurminen (M-N) method is numerically involved, an R package “gsDesign” is available to compute the CIs.

We calculated one- and two-sided 95% CIs for the difference $p_e - p_u$, relative risk $p_e/p_u$, and for the odds ratio $p_e/(1 - p_e)/[p_u/(1 - p_u)]$, using our approximate method and the M-N methods, and reported them in Table 8. The R package “ciBinomial(k1,k2,n1,n2,alpha=al,adj=0, scale="XX"),” where XX is Difference, RR or OR, was used to find M-N confidence intervals. Examination of CIs for all three problems

Table 8
95% confidence intervals for the difference between proportions of people with symptoms in the exposed and unexposed groups

<table>
<thead>
<tr>
<th>Method</th>
<th>Difference CI L U</th>
<th>Relative risk CI L U</th>
<th>Odds ratio CI L U</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNA</td>
<td>(.0078, .4416) .0461 .4120 (1.027, 7.524) 1.171 6.143 (1.052,13.72) 1.267 10.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M-N</td>
<td>(.0073, .4537) .0478 .4226 (1.024, 6.824) 1.169 5.857 (1.035,12.27) 1.254 10.20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
indicate that the CIs based on the approximate method and the M-N method are quite comparable. The results of this example show that the MNAs are not only simple to use, but also provide satisfactory solutions that are comparable with those based on other numerically involved methods.

**Example 6.2.** The data for this example are taken from Krishnamoorthy et al. (2006), and they represent air lead levels collected by the National Institute of Occupational Safety and Health (NIOSH) from a facility for health hazard evaluation purpose (HETA 89-052). The air lead levels were collected from 15 different areas within the facility.

Air Lead Levels ($\mu g/m^3$):

200, 120, 15, 7, 8, 6, 48, 61, 380, 80, 29, 1000, 350, 1400, 110

The occupational exposure limit set by the NIOSH is 120$\mu g/m^3$. The interest here is to find an upper confidence limit for the exceedance probability $P(X > 120)$, where $X$ represents the measurement at a randomly selected area within the facility. If a 95% upper CL for this exceedance probability is less than .05, then one may conclude that the facility is in compliance. Krishnamoorthy et al. (2006) showed that the log-normality assumption for the data is tenable. Since $P(X > 120) = P(ln(X) > ln(120))$, we can apply the approximate method of Section 4.2 to find an upper CL based on the log-transformed data. For the log-transformed data, the mean $\bar{x} = 4.333$ and $s = 1.739$. Noting that $n = 15$, we evaluated the expectation in (14) as $E(\sqrt{V}) = .9823$; the approximation in (14) is .9831. The value of $\hat{\eta}$ in (18) is $(ln(120) - 4.333)/1.739 = .2614$. To find a 95% upper confidence limit for $P(X > 120)$, we calculated $v_\alpha = 1.3007$ and $z_{.95} = 1.645$. Using these numbers in (18), we found the lower CL for $\eta$ as $-1.1748$, and the upper CL for the exceedance probability is $\Phi(-.1748) = .5694$. The exact lower CL for $\eta$ satisfies the equation $t_{14,.95}(\sqrt{15}\eta) = .2614\sqrt{15}$. It can be readily verified that the value of $\eta$ is $-.1754$, and the exact upper CL for the survival probability is $\Phi(-.1754) = .5696$. Thus, we see that the approximate CL and the exact one for this example are practically the same.

For the sake of illustration, we shall compute 90% CI for the coefficient of variation based on log-transformed data. Noting that $\hat{\theta} = \bar{x}/s = 2.4917$, and using the calculations in the preceding paragraph, we computed the approximate 95% CI in (19) as (.2986, .6266). The exact CI is formed by the reciprocal of the roots of $t_{14,.95}(\sqrt{15}\theta) = 9.6502$, and $t_{14,.05}(\sqrt{15}\theta) = \sqrt{15} \times 9.6502$. The root of the former equation is 1.5910, and of the latter is 3.3446. The exact 90% CI for the coefficient of variation is $(1/3.3446, 1/1.5910) = (.2990, .6285)$. We once again note that the approximate and the exact solutions are in good agreement.

**7. Concluding Remarks**

The simple normal approximation in (10) requires only the percentiles of the standard normal distribution, and they are easy to use to approximate the percentiles of a linear function of independent random variables provided the variance expressions of the individual random variables are available. However, we have seen that the usual approximations are unsatisfactory when the distributions of the random variables are skewed. The MNA is also simple to use in situations where the expectations and percentiles of the individual random variables can be readily obtained. The proposed modified normal-based approximations provide satisfactory solutions even when a linear function involves random variables from different families. Our Monte Carlo simulation studies, comparison with exact results, and
applications to some examples clearly indicate that the modified normal-based approximations provide simple closed-form satisfactory solutions in many applications. However, like any other approximate methods, the results based on our approximations should be evaluated for their accuracy using Monte Carlo simulation or numerically before recommending for practical applications.
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