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The problem of comparing the means of two lognormal distributions based on samples with multiple detection limits is considered. Tests and confidence intervals for the ratio of the two means, based on pivotal quantities involving the maximum likelihood estimators, are proposed. The merits of the proposed approaches are evaluated by Monte Carlo simulation. Simulation study indicates that the procedures are satisfactory in terms of coverage probabilities of confidence intervals, and powers of tests. The proposed approach can also be applied to find confidence intervals for the difference between the means of the two lognormal distributions. Illustrative examples with a real data set and with a simulated data set are given.
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INTRODUCTION

Censored data resulting from the presence of one or more detection limits are quite common in industrial hygiene. Difficulties associated with the analysis of such data have been well documented in the literature. In particular, the commonly used substitution method (consisting of replacing the nondetects with a fraction of the detection limit) has now been recognized as an inappropriate strategy for data analysis, especially when the proportion of nondetects is not small. In fact, conclusions regarding exposures can be suspect if data analysis is performed based on the substitution method. While alternative approaches (for example, likelihood-based methods) can be used for estimating various parameters of interest (such as the arithmetic mean, geometric mean, percentiles, and so on), the computation of confidence limits for these parameters is a problem that has not been satisfactorily addressed, perhaps due to the unavailability of methodology that is satisfactory for data sets with small sample sizes and various proportions of sample values below the limits of detection. The problem is expected to be more complex when multiple detection limits are present.

The detection limit problem has been (and continues to be) an active topic of research in the industrial hygiene literature. The issues related to the analysis of such data have recently been highlighted by Helsel,(1,2) and earlier by this same author.(3) In the presence of a single detection limit, large sample procedures can be developed using likelihood approaches; see the report by Frome and Wambach,(4) and the articles by Ganser and Hewett,(5) Hewett,(6) and Hewett and Ganser(7) for a summary of the available procedures, especially in the context of lognormal exposure data.

However, satisfactory small sample procedures are currently unavailable. Also, it turns out that the usual likelihood-based methods can result in test procedures whose type I error rates can be significantly higher than or lower than a 5% nominal level; see Frome and Wambach,(4) Table I. In two recent articles, Krishnamoorthy, Mallick, and Mathew(8,9) have investigated an imputation approach and some large sample procedures to address the detection limit scenario. The authors have noted that the imputation approach can be calibrated to achieve a high degree of accuracy (in terms of providing coverage probability close to the assumed 95% confidence level) for the purpose of computing confidence intervals, tolerance intervals, prediction intervals, and so on, for the normal, lognormal, and gamma distributions. However, the above articles address only the situation of a single detection limit. For the multiple detection limit scenario, Krishnamoorthy and Xu(10) have recently developed a methodology for analyzing a lognormally distributed exposure sample. The authors exhibited pivotal quantities based on the maximum likelihood estimators, and derived confidence limits for the arithmetic mean and percentiles of the exposure distribution. Numerical results in their article have demonstrated satisfactory results even for small sample sizes, with a large proportion of nondetects.
developed in Krishnamoorthy and Xu (10) is extended for the lognormally distributed exposure populations is satisfactory methodology for comparing the arithmetic means of two industrial data sets. Our overall conclusion is that the proposed algorithm. Hypothesis testing is then taken up and numerical results are reported to show the utility of following this, the confidence interval calculation is described and the concept is briefly explained in the next section.

| TABLE I. Description and Notations for Samples with Multiple Detection Limits |
|---------------------------------|---------------------------------|
| Devices or Laboratories         | Sample 1                        |
| # items measured using \((i,j)\) device | \((1, 1), \ldots, (1, k_1)\)    |
| Detection limits                | \(DL_{11}, \ldots, DL_{1k_1}\) |
| # nondetects                   | \(m_{11}, \ldots, m_{1k_1}\)   |
| Sample sizes                    | \(n_1 = \sum_{j=1}^{k_1} n_{1j}\) |
| Total # nondetects             | \(m_1 = \sum_{j=1}^{k_1} m_{1j}\) |
| Geometric means                 | \(\exp(\mu_1)\) for Population 1 |
| Geometric SDs                   | \(\exp(\sigma_1)\) for Population 1 |
| MLEs                            | \((\hat{\mu}_1, \hat{\sigma}_1)\) |
| Arithmetic means                | \(\exp(\eta_1)\) for Population 1, where \(\eta_1 = \mu_1 + .5\sigma_1^2\) |

Similarly, for Population 2:

<table>
<thead>
<tr>
<th>Sample 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Devices or Laboratories</td>
</tr>
<tr>
<td># items measured using ((i,j)) device</td>
</tr>
<tr>
<td>Detection limits</td>
</tr>
<tr>
<td># nondetects</td>
</tr>
<tr>
<td>Sample sizes</td>
</tr>
<tr>
<td>Total # nondetects</td>
</tr>
<tr>
<td>Geometric means</td>
</tr>
<tr>
<td>Geometric SDs</td>
</tr>
<tr>
<td>MLEs</td>
</tr>
<tr>
<td>Arithmetic means</td>
</tr>
</tbody>
</table>

In this article, the multiple detection limit framework developed in Krishnamoorthy and Xu (10) is extended for the comparison of two lognormally distributed exposure populations. The problem of comparing two exposure populations can come up, for example, in the context of evaluating the effectiveness of engineering controls or interventions for reducing exposures; the two populations consist of exposure levels before and after the installation of engineering controls or interventions. In particular, an appropriate hypothesis testing problem can be formulated for verifying if the mean exposure level was improved by an intervention.

The problem can also come up if we want to compare two methods in terms of their efficacy in reducing exposures; in fact, one of our examples is of this type. For computing confidence limits for the ratio or difference of the arithmetic means, we have obtained pivotal quantities based on the MLEs. We have used the concept of a generalized pivotal quantity (GPQ), as done in Krishnamoorthy and Xu (10) and the concept is briefly explained in the next section. Following this, the confidence interval calculation is described and numerical results are reported to show the utility of the proposed algorithm. Hypothesis testing is then taken up for comparing two exposure populations, and we have also reported numerical results on the type I error probability and power of the proposed test. Two examples are provided to illustrate the proposed methodology. The first example is based on synthetic data sets, and the second example involves real industrial data sets. Our overall conclusion is that the proposed methodology for comparing the arithmetic means of two lognormally distributed exposure populations is satisfactory even for small samples.

We conclude our introductory remarks by noting that in practice, exact lognormality may be unlikely to hold for occupational exposure data. However, the lognormal distribution has been found to adequately describe the distribution of exposure data in many occupational settings. Some of the earlier work on the detection limit problem (Frome and Wambach, (4) Ganser and Hewett, (5) Hewett, (6) and Hewett and Ganser, (7) for example) do deal with lognormally distributed exposure data. In the present work also, the methodology developed is limited to the case of lognormally distributed exposure samples.

METHODS

The method of maximum likelihood estimators and their sampling distributions, coupled with the ideas of generalized confidence intervals and generalized p-values, are used to obtain the results in this article. We now provide the necessary background information on all of these.

Maximum Likelihood Estimation

Consider exposure measurements whose distribution can be satisfactorily modeled using the lognormal distribution, so that the log-transformed measurements follow a normal distribution. We shall denote this normal distribution by \(N(\mu, \sigma^2)\), where \(\mu\) and \(\sigma^2\) are, respectively, the unknown mean and unknown variance of the log-transformed data. Consider a simple random sample of \(n\) observations subject to \(k\) detection limits, say, \(DL_1, \ldots, DL_k\), from the normal distribution \(N(\mu, \sigma^2)\). With respect to the exposure population, the \(DL_i\)s are thus the log-transformed detection limits associated with the log-transformed data. We assume that \(n_i\) measurements were obtained by the \(i\)th laboratory procedure or device with detection limit \(DL_i\), and \(n = \sum_{i=1}^{k} n_i\). Suppose \(m_i\) nondetects are below \(DL_i\), with \(m = \sum_{i=1}^{k} m_i\). Thus the number of detected observations is \(n-m\), and let the corresponding log-transformed observations be denoted by \(x_1, \ldots, x_{n-m}\).

In the presence of \(k\) detection limits as mentioned above, with \(m_i\) observations below the detection limit \(DL_i\), the likelihood function is given by

\[
\prod_{i=1}^{k} \left( \Phi \left( \frac{DL_i - \mu}{\sigma} \right) \right)^{m_i} \prod_{i=1}^{k} \frac{1}{\sigma \sqrt{2\pi}} \exp \left\{ \frac{-(x_i - \mu)^2}{2\sigma^2} \right\},
\]

(1)
where $\Phi(\cdot)$ is the standard normal cumulative distribution function. When there is only one detection limit (i.e., $k = 1$), the above likelihood function is given, for example, in Cohen.\(^{11}\)

The first part of the likelihood in Eq. (1) is a product of $k$ terms since there are $k$ detection limits; see also Eqs. (2.3)–2.6 in Helsel.\(^{2}\) Note that the above expression for the likelihood assumes independence of the observations. The log-likelihood function, after omitting a constant term, can be written as

\[
l(\mu, \sigma) = \sum_{i=1}^{k} m_i \ln \Phi \left( \frac{DL_i - \mu}{\sigma} \right) - (n - m) \ln \sigma - \frac{1}{2} \sum_{i=1}^{n-m} (x_i - \mu)^2.
\]

(2)

Now let $\hat{\mu}$ and $\hat{\sigma}$ denote the maximum likelihood estimates of $\mu$ and $\sigma$, respectively, obtained by maximizing the above log-likelihood function. These can be numerically obtained using the bivariate Newton-Raphson iterative method; for computational details we refer to the Appendix in Krishnamoorthy and Xu.\(^{10}\)

In their work, Krishnamoorthy and Xu\(^{10}\) have obtained the following approximate distributional result:

\[
\left( \frac{\hat{\mu} - \mu}{\hat{\sigma}}, \frac{\hat{\sigma}^*}{\sigma} \right) \text{ is distributed as } \left( \mu^*, \sigma^* \right),
\]

(3)

where $\mu^*$ and $\sigma^*$ are the MLEs based on a sample of size $n$ from a standard normal distribution with detection limits $DL_i^* = (DL_i - \mu)/\hat{\sigma}$, $i = 1, \ldots, k$. That is, $\mu^*$ and $\sigma^*$ are the values of $\mu$ and $\sigma$, respectively, that maximize the log-likelihood function in Eq. (2) with $x_1, \ldots, x_{n-m}$ being a sample from a standard normal distribution with detection limits $DL_1^*, \ldots, DL_k^*$. Note that Eq. (3) implies that

\[
\frac{\hat{\mu} - \mu}{\hat{\sigma}} = \frac{(\hat{\mu} - \mu)/\sigma}{\hat{\sigma}/\sigma} \text{ is distributed as } \frac{\mu^*}{\sigma^*}, \text{ approximately}.
\]

(4)

Using the above approximate distributional results, Krishnamoorthy and Xu\(^{10}\) have developed confidence intervals for the mean and the percentiles of a lognormal exposure distribution. They also used the generalized confidence interval idea. We shall also use the concept of a generalized confidence interval, as well as the concept of a generalized $p$-value. These are briefly explained below.

The Generalized Confidence Interval and Generalized $P$-Value

The generalized confidence interval idea was introduced by Weerahandi,\(^{12}\) and is useful to obtain confidence intervals in many problems where conventional methods are difficult to apply. The computation of a generalized confidence interval requires a generalized pivotal quantity (GPQ). Here we shall give a general definition of the GPQ. For this, let $X$ be a random variable whose distribution depends on a scalar parameter of interest $\theta$ and a nuisance parameter $\delta$, where $\delta$ could be a vector. Let $x$ denote the observed value of $X$. Here $X$ and $x$ could be vectors. A generalized pivotal quantity (GPQ) for $\theta$ is a function of $X$, $x$, $\theta$, and $\delta$, denoted by $G(X, x, \theta, \delta)$, and is required to satisfy the following conditions:

(i) given the observed value $x$, the distribution of $G(X, x; \theta, \delta)$ is free of the nuisance parameter $\delta$,

(ii) the observed value of $G(X, x; \theta, \delta)$, namely $G(x, x; \theta, \delta)$, is free of the nuisance parameter $\delta$.

Here we would like to point out that it is the distribution of $G(X, x; \theta, \delta)$ and its observed value that are required to be free of $\delta$, even though $G(X, x; \theta, \delta)$ itself could depend on the nuisance parameter $\delta$. This aspect will become clearer from the GPQ given later in Eq. (6).

Under the above two conditions, the percentiles of $G(X, x; \theta, \delta)$ can be computed, and can be used to obtain confidence limits for $\theta$. The resulting confidence interval is referred to as a generalized confidence interval. We would like to emphasize that the GPQ $G(X, x; \theta, \delta)$ involves the random variable $X$ as well as the observed data $x$. While computing the percentiles of the GPQ, $x$ is held fixed, and the GPQ is to be treated as a random variable since $X$ is random.

The generalized $p$-value concept was introduced by Tsui and Weerahandi\(^{13}\) for the purpose of hypothesis testing. In the above set-up, consider the problem of testing

\[
H_0 : \theta \geq \theta_0 \text{ vs. } H_1 : \theta < \theta_0,
\]

for a specified $\theta_0$. A generalized test variable $T(X, x; \theta, \delta)$ satisfies the following conditions:

i. given the observed value $x$, the distribution of $T(X, x; \theta, \delta)$ is free of the nuisance parameter $\delta$,

ii. the observed value of $T(X, x; \theta, \delta)$, namely $T(x, x; \theta, \delta)$, is free of the nuisance parameter $\delta$.

iii. given the observed data and the nuisance parameter $\delta$, the distribution of $T(X, x; \theta, \delta)$ is stochastically monotone in $\theta$ (i.e., stochastically increasing or decreasing in $\theta$).

If the distribution of $T(X, x; \theta, \delta)$ is stochastically increasing in $\theta$, the generalized $p$-value for testing the above hypotheses is given by $P \left[ T(X, x; \theta_0, \delta) \leq T(x, x; \theta_0, \delta) \right]$. If the distribution of $T(X, x; \theta, \delta)$ is stochastically decreasing in $\theta$, the generalized $p$-value is given by $P \left[ T(X, x; \theta_0, \delta) \geq T(x, x; \theta_0, \delta) \right]$.

The generalized confidence interval method and generalized $p$-value approach are together referred to as the generalized variables approach. Numerous applications of generalized variables methodology have appeared in the literature, especially for the interval estimation and hypothesis testing for problems for which traditional solutions are difficult to obtain. Several such applications are given in the books by Weerahandi.\(^{14,15}\) In the industrial hygiene context, such applications are also discussed in Krishnamoorthy and Mathew\(^{16}\) and Krishnamoorthy, Mathew, and Ramachandran.\(^{17,18}\) In particular, the generalized variables methodology has resulted in useful procedures for comparing the arithmetic means of two lognormal distributions based on complete
RESULTS

In this section, we first provide results on confidence intervals for the problem of comparing two lognormally distributed exposure populations, followed by results on hypothesis testing. Numerical results will also be reported to assess the performance of the proposed confidence intervals and test procedures.

Consider a simple random sample of \( n_i \) observations subject to \( k_i \) detection limits (on the log-transformed data set), say, \( DL_{i1}, \ldots, DL_{ik_i} \), from a lognormal distribution with parameters \( \mu_i \) and \( \sigma_i^2 \), which are the mean and variance, respectively, of the log-transformed exposure population, \( i = 1,2 \). We assume that for the \( j \)th exposure population, \( n_{ij} \), measurements were obtained by the \( j \)th laboratory procedure or device, with a detection limit that can be expressed in the same measurement unit as that of the detected observations; \( j = 1, \ldots, k_i \) and \( i = 1,2 \). The quantity \( DL_{ij} \) denotes the log-transformed detection limits. Furthermore, let \( m_{ij} \) denote the number of nondetects below \( DL_{ij} \), \( j = 1, \ldots, k_i \), \( i = 1,2 \), and let \( m_i = \sum_{j=1}^{k_i} m_{ij} \) denote the total number of nondetects from the \( i \)th sample, \( i = 1,2 \). Note also that the \( i \)th sample size is \( n_i = \sum_{j=1}^{k_i} n_{ij} \), \( i = 1,2 \). We use the notation \((i, 1)\), \((i, 2)\), \ldots, \((i, k_i)\) to denote the \( k_i \) laboratory procedures or devices that made measurements from the \( i \)th exposure population. For easy reference, we describe the samples and notation in Table I.

Recall that the arithmetic mean of a lognormal distribution with parameters \( \mu \) and \( \sigma^2 \) is given by \( \exp(\eta) \), where \( \eta = \mu + .5\sigma^2 \). Let \( \eta_i = \mu_i + .5\sigma_i^2, i = 1,2 \). Note that \( \mu \) is the log of the true geometric mean, and \( \sigma \) is the log of true geometric standard deviation.

Comparison of the Means: Confidence Intervals

Following Krishnamoorthy, Mathew, and Ramachandran \((17)\) for comparing the arithmetic means of two lognormally distributed exposure populations, we shall consider the ratio of the arithmetic means, which can be written as

\[
R = \frac{\exp(\eta_1)}{\exp(\eta_2)} = \exp(\eta_1 - \eta_2). \tag{5}
\]

Thus, a comparison between the two means can be made by comparing \( \eta_1 \) and \( \eta_2 \). In particular, a CI and test for \( R \) can be obtained from those for \( \eta_1 - \eta_2 \). For this we shall use the generalized confidence interval idea mentioned in the previous section. In fact a generalized pivotal quantity (GPQ) for \( \eta_1 - \eta_2 \) can be readily obtained from the one for the one-sample case given in Krishnamoorthy and Xu \((10)\) as follows:

Let \((\hat{\mu}_{i0}, \hat{\sigma}_{i0})\) be an observed value of \((\hat{\mu}_i, \hat{\sigma}_i)\), \( i = 1,2 \). That is, \((\hat{\mu}_i, \hat{\sigma}_i)\) is a random quantity representing the MLEs, and \((\hat{\mu}_{i0}, \hat{\sigma}_{i0})\) denote the numerical values of the MLEs that are computed from the given exposure data, \( i = 1,2 \). An approximate GPQ for \( \eta_i \) is given by

\[
G_{\eta_i} = \hat{\mu}_{i0} + \frac{\mu_i - \hat{\mu}_i}{\hat{\sigma}_{i0}} + .5\frac{\sigma_i^2}{\hat{\sigma}_i^2} \sim \hat{\mu}_{i0} \tag{6}
\]

where the notation \( \sim \) means “distributed as,” and \( \hat{\mu}_i \) and \( \hat{\sigma}_i \) are the MLEs based on a sample of size \( n_i \) from a standard normal distribution with detection limits \( DL_{i1} < \cdots < DL_{ik_i} \), with \( DL_{ij} = (DL_{ij} - \mu_i)/\sigma_{i0}, j = 1, \ldots, k_i, i = 1,2 \); see the discussion on maximum likelihood estimation outlined in the previous section. The above GPQ is only an approximate GPQ since the distribution of \( \mu_i/\sigma_i \) is the same as that of \( \hat{\mu}_i/\hat{\sigma}_i \), only approximately. An approximate GPQ for \( \eta_1 - \eta_2 \) is then given by \( G_{\eta_1} - G_{\eta_2} \). Confidence intervals as well as one-sided confidence limits for the difference \( \eta_1 - \eta_2 \) can be obtained using the percentiles of the GPQ \( G_{\eta_1} - G_{\eta_2} \), and the required percentiles can be evaluated using the Monte Carlo algorithm given below.

We emphasize that the GPQ in (6) involves the MLEs \( \hat{\mu}_{i0}, \hat{\sigma}_{i0} \) obtained from a given set of data, as well as the MLEs \( \hat{\mu}_*, \hat{\sigma}_* \) obtained from a standard normal distribution. The latter quantities are random variables, and consequently, the GPQ itself is a random variable, even though \( (\hat{\mu}_{i0}, \hat{\sigma}_{i0}) \) are held fixed while computing the percentiles of the GPQ.

Monte Carlo Algorithm

For given log-transformed samples with multiple detection limits, compute \( \hat{\mu}_{10}, \hat{\mu}_{20}, \hat{\sigma}_{10} \) and \( \hat{\sigma}_{20} \), where these quantities are, respectively, the MLEs of \( \mu_1, \mu_2, \sigma_1 \) and \( \sigma_2 \), computed from the given exposure samples. Let \( k_i \) be the number of DLs in the \( i \)th sample, and set

\[
DL_{ij}^* = \frac{DL_{ij} - \hat{\mu}_{i0}}{\hat{\sigma}_{i0}}, j = 1, \ldots, k_i, i = 1,2.
\]

1. Generate \( k_1 \) independent samples of sizes \( n_{11}, \ldots, n_{1k_1} \) from \( N(0,1) \) distribution. Find \( m_{ij} \) the number of observations below \( DL_{i1}^* \) in the sample of size \( n_{1j} \), \( j = 1, \ldots, k_1 \). Pool the samples so that the pooled sample is of size \( n_1 = \sum_{j=1}^{k_1} n_{1j} \) with a total of \( m_{1ij} \) nondetects below \( DL_{i1}^* \), \( j = 1, \ldots, k_1 \).
2. Generate \( k_2 \) independent samples of sizes \( n_{21}, \ldots, n_{2k_2} \) from \( N(0,1) \) distribution. Find \( m_{2ij} \) the number of observations below \( DL_{i2}^* \) in the sample of size \( n_{2j} \), \( j = 1, \ldots, k_2 \). Pool the samples so that the pooled sample is of size \( n_2 = \sum_{j=1}^{k_2} n_{2j} \) with a total of \( m_{2ij} \) nondetects below \( DL_{i2}^* \), \( j = 1, \ldots, k_2 \).
3. Compute the MLEs \( \hat{\mu}_* \) and \( \hat{\sigma}_* \) based on the pooled sample generated in step 1, and compute the MLEs \( \hat{\mu}_{*,0} \) and \( \hat{\sigma}_{*,0} \) based on the pooled sample generated in step 2.
4. Set

\[
Q = (\hat{\mu}_{10} - \frac{\hat{\mu}_*}{\hat{\sigma}_{10}} + .5\frac{\sigma_1^2}{\hat{\sigma}_1^2}) - (\hat{\mu}_{20} - \frac{\hat{\mu}_*}{\hat{\sigma}_{20}} + .5\frac{\sigma_2^2}{\hat{\sigma}_2^2})
\]

Thus, we have computed an approximate GPQ for \( \eta_1 - \eta_2 \).

Finally, we compare the performance of the proposed confidence intervals with the normal approximation of \( \hat{\mu}_{i0}/\hat{\sigma}_{i0} \) by comparing the coverage probabilities with the empirical ones obtained from 1000 Monte Carlo replications, each with \( n_1 = 20, \sigma_1^2 = .5 \), and \( n_2 = 20, \sigma_2^2 = 1 \).
Repeat steps 1 – 4 a large number of times, say, 10,000.

The 100(1 − α) percentile of the 10,000 Q’s (denoted by Q_{1−α}) is a 100(1 − α)% upper confidence limit for η_1 – η_2. The interval (Q_{α/2}, Q_{1−α/2}) is a 100(1 − α)% confidence interval of η_1 – η_2, and (exp(Q_{α/2}), exp(Q_{1−α/2})) is a 100(1 − α)% CI for the ratio of the means of two lognormal distributions defined in Eq. (5). An R program to compute confidence limits for the mean of a single lognormal distribution, using the above algorithm, is posted at http://www.ucs.louisiana.edu/~kxk4695.

Note that, to find a CI for the difference between the means of two lognormal distributions, that is, for exp(μ_1 + .5σ_1^2) - exp(μ_2 + .5σ_2^2), using the algorithm, we simply need to modify Q in Step 4 as

\[ Q = \exp\left(\frac{\hat{\mu}_1 - \hat{\mu}_2}{\hat{\sigma}_1^2} + \frac{.5\hat{\sigma}_1^2}{\hat{\sigma}_2^2}\right), \]

\[ - \exp\left(\frac{\hat{\mu}_2 - \hat{\mu}_1}{\hat{\sigma}_2^2} + \frac{.5\hat{\sigma}_2^2}{\hat{\sigma}_1^2}\right). \]

Similarly, to find a CI for the difference between the geometric means (i.e., medians) of two lognormal distributions, we simply need to set Q = exp(μ_1 + .5σ_1^2) - exp(μ_2 + .5σ_2^2), using the algorithm, such that the ratio of the means is a Monte Carlo estimate of the coverage probability. For convenience, we assumed that the number of DLs is the same in both samples. In the simulation, instead of specifying the DLs, we have specified the proportions of nondetects. For instance, with two DLs, if the proportions of nondetects are (p_1, p_2) = (.2,.3), the DLs are DL_{11} = μ_1 + z_2σ_1, DL_{12} = μ_1 + z_3σ_1, DL_{21} = μ_2 + z_2σ_2, and DL_{22} = μ_2 + z_3σ_2, where z_p denotes the 100pth percentile of the standard normal distribution. The parameter choices that we have made for the simulations are all on the log scale. For example, our choice μ_1 = μ_2 = 1 on the log scale corresponds to lognormal distributions with geometric means each equal to 2.71. The estimated coverage probabilities are given in Table II for some selected values of the parameters, proportions of nondetects, and sample sizes. In the table the notations p_1, (p_1, p_2), and (p_1, p_2, p_3) are used to denote the proportion of nondetects when the number of detection limits for each sample is one, two, and three, respectively.

We see from Table II that the estimated coverage probabilities are close to the nominal confidence level .95 for most cases considered, and they are slightly larger than the nominal level when the proportions of nondetects are larger. Overall, the proposed interval estimation procedure is satisfactory even for small samples when the proportions of nondetects are not large. For some parameter configurations, the confidence intervals could be conservative for small samples with large proportions of nondetects. However, none of the coverage probabilities reported in Table II is unacceptably large.

**Comparison of the Means: Hypothesis Testing**

A generalized test variable for testing hypotheses on the difference η_1 – η_2 is given by

\[ T_{η_1-η_2} = G_{η_1} - G_{η_2} - (η_1 - η_2), \]

where G_{η_1} is given in Eq. (6). The generalized p-value for testing the hypotheses

\[ H_0 : η_1 ≥ η_2 \text{ vs. } H_a : η_1 < η_2 \]

is given by

\[ \sup_{H_0} P(T_{η_1-η_2} ≥ 0) = \sup_{H_0} P(G_{η_1} - G_{η_2} ≥ η_1 - η_2) = P(G_{η_1} ≥ G_{η_2}). \]

The generalized p-value for testing hypotheses H_0 : η_1 = η_2 vs. H_a : η_1 ≠ η_2 is

\[ 2\min\{P(G_{η_1} ≥ G_{η_2}), P(G_{η_1} < G_{η_2})\}. \]

We refer to Krishnamoorthy, Mathew, and Ramachandran(17) for further details on such a test procedure in the absence of nondetects. The above generalized p-values can be estimated using the Monte Carlo algorithm. Specifically, the proportion of Q’s (generated using the Monte Carlo algorithm) that are greater than or equal to zero is a Monte Carlo estimate of the generalized p-value for testing the hypotheses in Eq. (8). Note that for comparing the arithmetic means using confidence intervals, we can consider the ratio parameter as
The reported powers in Table III clearly indicate that, for fixed sample sizes and assumed values of the percentage of nondetects, the power is increasing with increasing difference between \( \mu_1 \) and \( \mu_2 \). Note that an increasing difference between \( \mu_1 \) and \( \mu_2 \) implies an increasing difference between \( \eta_1 \) and \( \eta_2 \) (since \( \eta_i = \mu_i + .5\sigma_i^2, i = 1,2 \), and we have assumed \( \sigma_1 = \sigma_2 = 1 \)). In other words, the test should detect the difference between \( \eta_1 \) and \( \eta_2 \) with a higher probability if the difference \( \eta_2 - \eta_1 \) is large. For fixed parameter values, the power is also an increasing function of the sample sizes. Thus, the test possesses some natural properties of an efficient test. Furthermore, by comparing the powers given in Table III, we notice that the power is decreasing with increasing proportions of nondetects. Overall, we see that the test is efficient and possesses some natural properties.

Finally, we note that censoring intensity certainly affects the properties of a test or a confidence interval. Also, we note that our methods require at least two detected values to compute the MLEs of the parameters. Our extensive simulation studies (not all reported here) indicated that the properties of proposed tests are affected by the overall percentage of nondetects, not by the individual proportions of nondetects below each of the DLs. If the sample size is 6 to 9, then our methods are satisfactory as long as the percentage of nondetects is around 50% or less. If the sample size is 10 or more, then the proposed methods are expected to be satisfactory provided the percentage of nondetects is more than 80%. If the percentage of nondetects exceeds the aforementioned values, then our results could be conservative yielding confidence

---

### Table II. Coverage Probabilities of 95% CIs for the Ratio of Two Lognormal Means \( \mu_1 = \mu_2 = 1 \)

<table>
<thead>
<tr>
<th>( (\sigma_1^2, \sigma_2^2) )</th>
<th>( (n_1, n_2) )</th>
<th>( (\sigma_1^2, \sigma_2^2) = (1, 1) )</th>
<th>( (\sigma_1^2, \sigma_2^2) = (1, 3) )</th>
<th>( (\sigma_1^2, \sigma_2^2) = (4, 5) )</th>
<th>( (\sigma_1^2, \sigma_2^2) = (1, 1) )</th>
<th>( (\sigma_1^2, \sigma_2^2) = (1, 3) )</th>
<th>( (\sigma_1^2, \sigma_2^2) = (4, 5) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_1 )</td>
<td>( p_1, p_2 )</td>
<td>( p_1, p_2, p_3 )</td>
<td>( p_1, p_2 )</td>
<td>( p_1, p_2 )</td>
<td>( p_1, p_2 )</td>
<td>( p_1, p_2 )</td>
<td>( p_1, p_2 )</td>
</tr>
<tr>
<td>( .2 )</td>
<td>( .3 )</td>
<td>( .5 )</td>
<td>( .6 )</td>
<td>( .7 )</td>
<td>( .8 )</td>
<td>( .2 )</td>
<td>( .3 )</td>
</tr>
<tr>
<td>( .95 )</td>
<td>( .95 )</td>
<td>( .95 )</td>
<td>( .96 )</td>
<td>( .95 )</td>
<td>( .96 )</td>
<td>( .95 )</td>
<td>( .95 )</td>
</tr>
<tr>
<td>( .95 )</td>
<td>( .96 )</td>
<td>( .95 )</td>
<td>( .96 )</td>
<td>( .95 )</td>
<td>( .96 )</td>
<td>( .95 )</td>
<td>( .96 )</td>
</tr>
<tr>
<td>( .95 )</td>
<td>( .96 )</td>
<td>( .95 )</td>
<td>( .96 )</td>
<td>( .95 )</td>
<td>( .96 )</td>
<td>( .95 )</td>
<td>( .95 )</td>
</tr>
<tr>
<td>( .95 )</td>
<td>( .97 )</td>
<td>( .97 )</td>
<td>( .95 )</td>
<td>( .95 )</td>
<td>( .97 )</td>
<td>( .97 )</td>
<td>( .96 )</td>
</tr>
<tr>
<td>( .95 )</td>
<td>( .97 )</td>
<td>( .97 )</td>
<td>( .96 )</td>
<td>( .95 )</td>
<td>( .97 )</td>
<td>( .96 )</td>
<td>( .96 )</td>
</tr>
<tr>
<td>( .95 )</td>
<td>( .96 )</td>
<td>( .96 )</td>
<td>( .95 )</td>
<td>( .96 )</td>
<td>( .96 )</td>
<td>( .96 )</td>
<td>( .95 )</td>
</tr>
</tbody>
</table>
intervals that are too wide and tests that may not be very powerful.

**Illustrative Examples**

We shall now use two examples to illustrate the generalized variable procedures for finding the confidence intervals for comparing the means of the two lognormal distributions. The first example involves simulated data sets from two assumed lognormal models, and the second example involves real data representing concentrations of an analyte in the urine of exposed workers. The first example is included so that we can check if the true difference or the ratio of the means of the two lognormal distributions is contained in the corresponding confidence interval.

**Example 1**

To illustrate the methods of earlier sections, we shall use simulated samples from two lognormal distributions. Sample 1 is generated as follows:

We generated a sample of \( n_1 = 16 \) observations, assuming a log-transformed detection limit of \( DL_1 = -0.049 \), from a lognormal (\( \mu = 1, \sigma = 2 \)) distribution, and another independent sample of \( n_2 = 16 \) observations with the log-transformed detection limit \( DL_2 = 0.493 \) from the same lognormal (\( \mu = 1, \sigma = 2 \)) distribution. These two samples were pooled so that the pooled sample consists of \( n = 32 \) observations with two detection limits. Similarly, sample 2 consists of \( n_2 = 39 \) observations with \( (n_{21}, n_{22}, n_{23}) = 13 \), generated form a lognormal (\( \mu = 0.5, \sigma = 1.5 \)) distribution with three log-transformed detection limits: \(-0.287, 0.120, 0.500\). Log-transformed samples with the detection limits are given in Table IV. The statistics required to find confidence intervals using the Monte Carlo algorithm are provided in Table \( V \).

Using the MLEs given in Table \( V \), we computed an estimate for the ratio of means as \( \hat{R} = [\exp(\hat{\mu}_{10} + 0.5\hat{\sigma}_{10}^2)]/[\exp(\hat{\mu}_{20} + 0.5\hat{\sigma}_{20}^2)] = 4.094 \). Note that the true ratio defined in Eq. (5) is 3.955. Furthermore, using the quantities given in Table \( V \) in the Monte Carlo algorithm with 10,000 simulation runs, we computed the 95% generalized confidence interval for the difference \((\mu_1 + 0.5\sigma_1^2) - (\mu_2 + 0.5\sigma_2^2)\) as (1.71, 3.983). The 95% CI for the ratio of the means of the two lognormal distributions is thus \((\exp(1.71),\exp(3.983)) = (1.2, 53.7)\). Note that the true ratio 3.955, and the MLE value of 4.094, are both included in the 95% CI.

**TABLE IV. Simulated Log-transformed Samples from Two Lognormal Distributions**

<table>
<thead>
<tr>
<th>Sample 1</th>
<th>Sample 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.719</td>
<td>&lt; -.049 &lt; .493</td>
</tr>
<tr>
<td>&lt; -.049</td>
<td>2.013</td>
</tr>
<tr>
<td>&lt; -.049</td>
<td>3.907</td>
</tr>
<tr>
<td>2.116</td>
<td>&lt; -.049</td>
</tr>
<tr>
<td>4.140</td>
<td>1.638</td>
</tr>
<tr>
<td>&lt; -.049</td>
<td>&lt; .493</td>
</tr>
<tr>
<td>2.371</td>
<td>0.494</td>
</tr>
<tr>
<td>3.201</td>
<td>&lt; .493</td>
</tr>
<tr>
<td>&lt; .493</td>
<td>1.634</td>
</tr>
<tr>
<td>2.203</td>
<td>&lt; -.049</td>
</tr>
<tr>
<td>&lt; -.049</td>
<td>1.553</td>
</tr>
<tr>
<td>1.335</td>
<td>3.260</td>
</tr>
<tr>
<td>&lt; .493</td>
<td>2.663</td>
</tr>
<tr>
<td>4.138</td>
<td>&lt; -.049</td>
</tr>
<tr>
<td>1.651</td>
<td>2.518</td>
</tr>
</tbody>
</table>

Note: Sample 1 is generated with parameters \((\mu_1, \sigma_1) = (1.2)\), and sample 2 is generated with parameters \((\mu_2, \sigma_2) = (0.5, 1.5)\). The log-transformed detection limits for the first sample are \(-.049\) and \(.493\); for the second sample, they are \(-.287\), \(.120\), and \(.500\).
An estimate of the mean difference based on the MLEs is given by \( \exp(\hat{\mu}_{10} + .5\delta_{10}^2) - \exp(\hat{\mu}_{20} + .5\delta_{20}^2) = 14.62 \), and the true difference is 15.01. We also computed the 95% generalized confidence interval for the difference of the means, i.e., the difference \( \exp(\mu_1 + .5\sigma_1^2) - \exp(\mu_2 + .5\sigma_2^2) \). The interval came out to be (1.3, 190), which includes the true difference 15.01 and the estimated value 14.6.

We note that with a standard group-comparison t-test there is an assumption of equality of variances. However, this assumption is not needed here; the assumption has not been used while developing the GPQ. Also, such an assumption is unlikely to hold in the above example; this should be clear from Tables IV and V.

**Example 2**

This example is on the effectiveness of implementing a work practice in reducing the concentration of an analyte in the urine of exposed workers. Two control methods (A and B, say) were used, and six workers were sampled before and after the work practice was implemented. Urine samples were collected and analyzed for the analyte. The analyte concentrations (micromoles/L), obtained before implementing the work practice, are given below; the data are subject to a single detection limit of 1.4.

Method A: 22.2, <11.4, 16.8, <11.4, 22.2, <11.4
Method B: 14.7, <11.4, 34.1, <11.4, 18.2, <11.4

Here we shall consider the problem of comparing the means of the two control methods A and B. Summary statistics for these data are given in Table VI.

<table>
<thead>
<tr>
<th>Sample Sizes</th>
<th>DLs</th>
<th>#non-detects</th>
<th>MLEs</th>
<th>( DL^* = \frac{DL - \mu_0}{\sigma_0} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 1</td>
<td>32</td>
<td>0.114</td>
<td>8</td>
<td>0.416</td>
</tr>
<tr>
<td>n = 11</td>
<td>16</td>
<td>0.121</td>
<td>5</td>
<td>0.214</td>
</tr>
<tr>
<td>n = 2</td>
<td>39</td>
<td>0.287</td>
<td>5</td>
<td>0.328</td>
</tr>
<tr>
<td>n = 21</td>
<td>13</td>
<td>0.120</td>
<td>6</td>
<td>0.149</td>
</tr>
</tbody>
</table>

**DISCUSSION**

This article addresses a commonly occurring problem in the analysis of exposure data in the presence of nondetects. As is well known, lognormality can be assumed for many exposure data sets, and the estimation of the lognormal parameters can be carried out using standard statistical methodologies, for example, using maximum likelihood even if multiple detection limits are present. However, it appears that for computing confidence limits no satisfactory procedure was available that is satisfactory regardless of the sample size, and regardless of the proportion of nondetects, until the work of Krishnamoorthy and Xu.(10) The work by these authors dealt with a single exposure sample. The present work extends their ideas to the problem of comparing two lognormally distributed exposure samples.

**CONCLUSION**

The work reported in this article shows that the maximum likelihood estimates can be used to compute satisfactory confidence limits and tests for the problem of comparing two exposure populations that follow lognormal distributions, in the presence of multiple detection limits. We would like to emphasize that the likelihood only uses information on the number of values below each detection limit; no substitution values are used to replace them. Furthermore, based on simulation results, we have demonstrated the utility of the
proposed solution developed in Eqs. (6)–(10), for comparing the arithmetic means of two lognormally distributed exposure populations. We believe that we have developed a much–needed framework for analyzing lognormally distributed industrial hygiene data subject to multiple detection limits.
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