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CAPABLE GROUPS OF PRIME EXPONENT AND CLASS TWO

ARTURO MAGIDIN

Abstract. A group is called capable if it is a central factor group. We con-
sider the capability of finite groups of class two and exponent p, p an odd
prime. We restate the problem of capability as a problem about linear trans-
formations, which may be checked explicitly for any specific instance of the
problem. We use this restatement to derive some known results, and prove
new ones. Among them, we reduce the general problem to an oft-considered
special case, and prove that a 3-generated group of class 2 and exponent p is
either cyclic or capable.

1. Introduction

In his landmark paper [10] on the classification of finite p-groups, P. Hall re-
marked:

The question of what conditions a group G must fulfill in order
that it may be the central quotient group of another group H ,
G ∼= H/Z(H), is an interesting one. But while it is easy to write
down a number of necessary conditions, it is not so easy to be sure
that they are sufficient.

Following M. Hall and Senior [9], we make the following definition:

Definition 1.1. A group G is said to be capable if and only if there exists a group
H such that G ∼= H/Z(H).

Capability of groups was first studied by R. Baer in [2], where, as a corollary of
deeper investigations, he characterised the capable groups that are a direct sum of
cyclic groups. Capability of groups has received renewed attention in recent years,
thanks to results of Beyl, Felgner, and Schmid [3] characterising the capability of a
group in terms of its epicenter; and more recently to work of Graham Ellis [5] that
describes the epicenter in terms of the nonabelian tensor square of the group.

We will consider here the special case of nilpotent groups of class two and expo-
nent an odd prime p. This case was studied in [13], and also addressed elsewhere
(e.g., Prop. 9 in [5]). As noted in the final paragraphs of [1], currently available
techniques seem insufficient for a characterization of the capable finite p-groups of
class 2, but a characterization of the capable finite groups of class 2 and exponent p
seems like a more modest and possibly attainable goal. The present work is a
contribution towards achieving that goal.

Throughout the paper, p will be an odd prime. All groups will be written
multiplicatively, and the identity element will be denoted by e; if there is danger
of ambiguity or confusion, we will use eG to denote the identity of the group G.
The center of G is denoted by Z(G). Recall that if G is a group, and x, y ∈ G,
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we let the commutator of x and y be [x, y] = x−1y−1xy. We write commutators
left-normed, so that [x, y, z] = [[x, y], z]. Given subsets A and B of G we define
[A, B] to be the subgroup of G generated by all elements of the form [a, b] with
a ∈ A, b ∈ B. The terms of the lower central series of G are defined recursively
by letting G1 = G, and Gn+1 = [Gn, G]. A group is nilpotent of class at most k if
and only if Gk+1 = {e}, if and only if Gk ⊂ Z(G). We usually drop the “at most”
clause, it being understood. The class of all nilpotent groups of class at most k is
denoted by Nk.

The following commutator identities are well known, and may be verified by
direct calculation:

Proposition 1.2. Let G be any group. Then for all x, y, z ∈ G,

(a) [xy, z] = [x, z][x, z, y][y, z].
(b) [x, yz] = [x, z][z, [y, x]][x, y].
(c) [x, y, z][y, z, x][z, x, y] ≡ e (mod G4).

(d) [xr , ys] ≡ [x, y]rs[x, y, x]s(
r

2)[x, y, y]r(
s

2) (mod G4).

(e) [yr, xs] ≡ [x, y]−rs[x, y, x]−r(s

2)[x, y, y]−s(r

2) (mod G4).

Here,
(

n

2

)

= n(n−1)
2 for all integers n.

As in [17], our main tool will be the nilpotent product of groups, specifically the
2-nilpotent and 3-nilpotent products. We restrict Golovin’s original definition [7]
to the situation we will consider:

Definition 1.3. Let A1, . . . , An be cyclic groups. The k-nilpotent product of
A1, . . . , An, denoted by A1qNk · · ·qNk An, is defined to be the group G = F/Fk+1,
where F is the free product of the Ai, F = A1 ∗ · · · ∗An, and Fk+1 is the (k + 1)-st
term of the lower central series of F .

Note that if G is the k-nilpotent product of the Ai, then G ∈ Nk, and G/Gk is
the (k − 1)-nilpotent product of the Ai.

When we have the k-nilpotent product of cyclic p-groups, with p ≥ k, we may
write each element uniquely as a product of basic commutators of weight at most k
on the generators, as shown in Theorem 3 in [19]; see § 12.3 of [8] for the definition
of basic commutators which we will use. In our applications, where each cyclic
group is of order p, the order of each basic commutator is likewise equal to p.

From the definition, it is clear that the k-nilpotent product is the coproduct in
the variety Nk, so it will have the usual universal property.

Finally, when we say that a group is k-generated we mean that it can be generated
by k elements, but may in fact need less. If we want to say that it can be generated
by k elements, but not by m elements for some m < k, we will say that it is
minimally k-generated, or minimally generated by k elements.

2. Some group theory

Using the 2- and 3-nilpotent product of cyclic groups, we can produce a natural
“candidate for witness” to the capability of a given finite nilpotent groups of class 2
and exponent p, which we can then investigate directly. This will be the theme
throughout this article. We begin with an easy observation:

Lemma 2.1 (cf. Lemma 2.1 in [14]). Let G be a capable group, generated by
g1, . . . , gn, n > 1. Then there exists a group H, and elements h1, . . . , hn ∈ H
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such that H is generated by h1, . . . , hn, and H/Z(H) ∼= G, where the isomorphism
is induced by the map sending hi to the corresponding gi.

Proof. Let K be any group such that K/Z(K) ∼= G. Let hi ∈ K be any element
mapping to gi. Let H = 〈h1, . . . , hn〉. We then have HZ(K) = K, so it follows
that Z(H) = Z(K)∩H and hence H/Z(H) ∼= H/(Z(K)∩H) ∼= K/Z(K) ∼= G. �

Let G be a finite nilpotent group of class at most 2 and exponent p, minimally
generated by g1, . . . , gn, n > 1. Then G is a quotient of the 2-nilpotent product of
n cyclic p-groups,

G ∼=
(

〈x1〉 qN2 · · · qN2 〈xn〉
)

/N

where N is the kernel of the map induced by mapping xi to gi (using the universal
property of the coproduct), and is contained in the commutator subgroup of the
2-nilpotent product. Let y1, . . . , yn generate infinite cyclic groups, let K be the
3-nilpotent product of the cyclic groups,

K = 〈y1〉 qN3 · · · qN3 〈yn〉,

and let K = K/[K, K]p. By abuse of notation, we denote the images of the yi in K
by yi as well.

Note that the commutator subgroup of 〈x1〉qN2 · · ·qN2 〈xr〉 is isomorphic to the
subgroup of [K,K] generated by the commutators of the form [yj , yi], 1 ≤ i < j ≤ n,
by mapping [xj , xi] to [yj , yi]. Let N be the subgroup of K that corresponds to N
under this identification.

Let M = [N ,K]. Finally, let K = K/M. Again, we also denote the images of
the yi in K by yi.

Theorem 2.2. Let G, K, K, and K be as in the previous three paragraphs. Then
G is capable if and only if G ∼= K/Z(K).

Proof. First, note that K/〈Kp,NM, K3〉 is isomorphic to G. Since each of Kp,
NM, and K3 are central in K, it is always be the case that K/Z(K) is a quotient
of G.

Assume G is capable, and let H ∈ N3 be a group with H/Z(H) ∼= G. We may
assume H is generated by elements h1, . . . , hn mapping to g1, . . . , gn, respectively.
Then Hp ⊂ Z(H). We claim this implies that Hp

2 = {e}.
Indeed, first note that Hp

3 = {e}. For if c ∈ H2, h ∈ H , then using Proposi-
tion 1.2 we have that [c, h]p = [c, hp] = e. Since H3 is abelian, and generated by all
elements [c, h] as above, this shows that H3 is of exponent p. Now let a, b ∈ H ; we
have (once again using Proposition 1.2):

[a, b]p = [ap, b][a, b, a]−(p

2)[a, b, b]−p(1

2)

= [ap, b][a, b, a]−p( p−1

2 )

= e.

Since H2 is abelian and generated by all such [a, b], which are of exponent p, we
conclude that Hp

2 = {e}, as claimed.
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The natural surjection K → G, mapping yi to gi therefore factors through H
and K, so we have the following exact diagram:

K
↓

1 → Z(H) → H → G → 1.
↓
1

If y ∈ N , then its image in H must map to the trivial element in G, so its image is
in the center of H . It follows that M = [N ,K] is in the kernel of the map from K
to H , so the map factors through K giving a diagram with exact row and column:

K
↓

1 → Z(H) → H → G → 1.
↓
1

Since the center of K maps into the center of H , it follows that K/Z(K) has G as
a quotient. Since we already know that K/Z(K) is a quotient of G, it follows that
K/Z(K) ∼= G, as desired. �

Next, note that Z(K/Kp) = Z(K)/Kp, so we have:

Theorem 2.3 (cf. Theorem 8.6 in [17]). Let G be a nilpotent group of class at most 2
and exponent an odd prime p, minimally generated by g1, . . . , gn, with n > 1. Let
A1, . . . , An be cyclic groups of order p, generated by x1, . . . , xn, respectively, and
let G be the 2-nilpotent product of the Ai, G = A1 qN2 · · · qN2 An. Let N / G be
the kernel of the homomorphism G → G induced by mapping xi to gi. Let K be
the 3-nilpotent product of the Ai, K = A1 qN3 · · · qN3 An, and identify N with the
corresponding subgroup of K2. Then G is capable if and only if

G ∼= (K/[N, K])/Z(K/[N, K]).

What are the elements of Z(K/[N, K])? An element k[N, K] will be central in
K/[N, K] if and only if [k, K] ⊆ [N, K]. This includes the center of K (which is
equal to K3, see Theorem 5.1 in [17]), as well as N . Since K/〈N, K3〉 ∼= G, it
follows that G is capable if and only if

Z(K/[N, K]) = 〈K3, N〉/[N, K].

The left hand side always contains the right hand side. However, the problem is
that there could be more elements in Z(K/[N, K]). Let k ∈ K, and write k in
normal form:

k = xa1

1 · · ·xan
n

∏

1≤i<j≤n

[xj , xi]
aji

∏

1≤i<j≤n

[xj , xi, xi]
ajii [xj , xi, xj ]

ajij

∏

1≤i<j<k≤n

[xj , xi, xk]ajik [xk, xi, xj ]
akij .

Suppose that there exists i ∈ {1, . . . , n} with ai 6= 0. If i < n, consider [xn, k].
Using the formulas in Proposition 1.2, it is easy to verify that the normal form for
[xn, k] will have a nonzero exponent for [xn, xi]; since N ⊂ K2, [N, K] ⊂ K3, so
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[xn, k] 6∈ [N, K]. If i = n, then consider [k, xn−1], and once again we find that this
element has nonzero exponent in [xn, xn−1], so [k, xn−1] /∈ [N, K]. That is, we have
shown that if k ∈ K satisfies [k, K] ⊆ [N, K], then k ∈ K2. With this observation,
we obtain the following:

Corollary 2.4. Let G, K, and N be as in Theorem 2.3. Then G is capable if and
only if the following condition holds: For every element k ∈ K of the form

(2.5) k =
∏

1≤i<j≤n

[xj , xi]
aji

with 0 ≤ aji < p, if [k, xi] ∈ [N, K] for i = 1, . . . , n, then k ∈ N .

Proof. We know that G is capable if and only if
{

k ∈ K2

∣

∣ [k, K] ⊆ [N, K]
}

=
〈

N, K3〉.
If k ∈ K2, then [k, K] =

〈

[k, x1], . . . , [k, xn]
〉

by Proposition 1.2, so if G is capable
then all k such that [k, xi] ∈ [N, K], i = 1, . . . , n, must satisfy k ∈ 〈N, K3〉. Con-
versely, assume the condition holds and let k ∈ K2 be such that [k, K] ⊂ [N, K];
we want to show that k ∈ 〈N, K3〉. Multiplying by suitable elements of K3, we
may assume that k is of the form (2.5). Since [k, K] ⊂ [N, K], it follows that
[k, xi] ∈ [N, K] for each i; so k ∈ N , by the condition given. This proves the
corollary. �

3. Some linear algebra

The main advantage of Corollary 2.4, beyond giving a very precise and explicit
condition to check, is that the condition can also be recast as a statement about
vector spaces and linear transformations. At that point, we have a whole array of
tools that can be brought to bear upon the problem. For example, Theorem 4.5
below uses algebraic geometry to settle several cases.

We will now translate the condition into the promised statement about vector
spaces and linear transformations. The key observation is the simple fact that if
H ∈ N3, then for each h ∈ H the map ϕh : H2 → H3 given by ϕh(c) = [c, h] is
an abelian group homomorphism; if H2 is of exponent p, then the map becomes a
linear transformation of spaces over Fp, the Galois field of p elements.

Let n > 1 be a fixed integer. Let K = 〈x1〉 qN3 · · · qN3 〈xn〉, where xi is of
order p, p an odd prime. Then K2 is a vector space over Fp, with basis given by all
elements of the form [xj , xi] and [xs, xr, xt], where 1 ≤ i < j ≤ n, 1 ≤ r < s ≤ n,
and 1 ≤ r ≤ t ≤ n.

Let V be the vector space over Fp of dimension
(

n
2

)

, with basis

(3.1)
{

vji

∣

∣ 1 ≤ i < j ≤ n
}

.

Let W be a vector space over Fp of dimension 2
((

n
2

)

+
(

n
3

))

with basis

(3.2)
{

wjik

∣

∣ 1 ≤ i < j ≤ n, 1 ≤ i ≤ k ≤ n
}

.

We will refer to these bases as the “standard bases” for V and W , and we talk about
V and W corresponding to n to mean the case where the indices of the coordinates
range from 1 to n (subject to the conditions listed above). We can clearly identify
K3 with W , and K2 with V ⊕W . To restate Corollary 2.4 in terms of V and W , we
just need to describe what happens when we take the commutator of [xj , xi] with xr.
We have two cases: if i ≤ r, then [xj , xi, xr] is already in normal form, and there
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is nothing to do. If i > r, then the commutator [xj , xi, xr] must be rewritten in
normal form. We use Proposition 1.2(c): since [xj , xi, xr][xi, xr, xj ][xr, xj , xi] = e,
we have:

[xj , xi, xr ] = [xr , xj , xi]
−1[xi, xr, xj ]

−1

= [[xr , xj ]
−1, xi][xi, xr, xj ]

−1

= [xj , xr, xi][xi, xr, xj ]
−1.

So, for each r = 1, . . . , n we define a linear transformation ϕr : V → W to be
given by:

(3.3) ϕr(vji) =

{

wjir if r ≥ i,
wjri − wirj if r < i.

That is, ϕr codifies the map c 7→ [c, xr]. It is easy to verify that each ϕr is injective.
Let G be a non-cyclic group of class 2 and exponent p. Consider the situation

in Corollary 2.4, and let X be the subspace of V corresponding to the subgroup N
determined by G (we will refer to such X as the subspace of V corresponding to G
or determined by G). We define YX to be the subspace of W spanned by the images
of X ; that is:

(3.4) YX =
〈

ϕ1(X), . . . , ϕn(X)
〉

.

Thus, YX corresponds to the subgroup [N, K]. Finally, let ZX be the subspace of V
given by:

(3.5) ZX =

n
⋂

i=1

ϕ−1
i (YX ) .

Clearly, X ⊆ ZX , and ZX corresponds to the subgroup of all k ∈ K2, written as in
(2.5), such that [k, xi] ∈ [N, K] for i = 1, . . . , n. We know that G is capable if and
only if the subgroup of such k equals N , so we have:

Theorem 3.6. Let G be a finite nilpotent group of class 2 and exponent p, min-
imally generated by g1, . . . , gn, n > 1. Let V and W be the vector spaces over
Fp defined in (3.1) and (3.2), let ϕ1, . . . , ϕn be as in (3.3), and let X be the sub-
space of V determined by G (that is, corresponding to the kernel of the natural map
〈x1〉qN2 · · · qN2 〈xn〉 −→ G given by xi 7→ gi, where each xi is of order p). Let YX

and ZX be defined by (3.4) and (3.5). Then G is capable if and only if X = ZX .

Remark 3.7. We will feel free to drop the subscript X from YX and ZX when
it is clear from context; also, to avoid multiple subindices, if we have subspaces
X1, . . . , Xr, we will denote YXi

and ZXi
simply by Yi and Zi, respectively.

In discussing the situation in the linear algebra setting, we will refer to “the (j, i)
coordinate” of vectors of V , or to “the (j, i, k) coordinate” of vectors of W . We refer,
of course, to the coefficient of vji (resp. of wjik) when the vector is expressed in
terms of the standard bases given.

The following easy observations will be repeated several times in what follows,
so we state them here as a lemma:

Lemma 3.8. Let n > 1, and let V , W , and ϕ1, . . . , ϕn be as in (3.1)–(3.3).

(a) ϕr(v) has nonzero (j, i, i) coordinate, 1 ≤ i < j ≤ n, if and only if v has
nonzero (j, i) coordinate, and r = i.
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(b) ϕr(v) has nonzero (j, i, j) coordinate, 1 ≤ i < j ≤ n, if and only if v has
nonzero (j, i) coordinate, and r = j.

(c) ϕr(v) has nonzero (k, i, j) coordinate, 1 ≤ i < j ≤ n, i < k ≤ n, if and only
if either r = j and v has nonzero (k, i) coordinate, or else r = i, and either
k > j and v has nonzero (k, j) coordinate or j > k and v has nonzero (j, k)
coordinate. In the case where r = i, the (k, i, j) coordinate of ϕi(v) is equal
to minus the (j, i, k) coordinate.

From these, we obtain:

Lemma 3.9. Let n > 1, and let V , W , and ϕ1, . . . , ϕn : V → W be as in (3.1)–
(3.3). Let X be a subspace of V , and let i and j be fixed integers, 1 ≤ i < j ≤ n. If
all vectors in X have zero (j, i) coordinate, then all vectors in ZX have zero (j, i)
coordinate.

Proof. Let v ∈ V be a vector with nonzero (j, i) coordinate. It suffices to show
that v /∈ ϕ−1

i (YX ). Indeed, since all vectors in X have zero (j, i) coordinate, it
follows that all vectors in YX have zero (j, i, i) coordinate (applying part (a) of the
lemma above). Since ϕi(v) has nonzero (j, i, i) coordinate, it cannot lie in YX , and
therefore v /∈ ϕ−1

i (YX ). �

The extreme cases are easy to handle, since the ϕi are injective, and their images
span W :

Lemma 3.10. Let n > 1, and let V , W , and ϕ1, . . . , ϕn be given as in (3.1)–(3.3).
If X = {0}, then ZX = X; if X = V , then ZX = X.

Theorem 3.11. Let n > 1, p an odd prime. If G is a direct sum of n cyclic groups
of order p, then G is capable. If G is the 2-nilpotent product of n cyclic groups of
order p, then G is capable.

Proof. The direct sum corresponds to the case X = V , while the 2-nilpotent prod-
uct to X = {0}. Of course, these two conclusions are simply special cases of Baer’s
theorem for abelian groups and its generalization to the k-nilpotent product of
cyclic p-groups, k < p (Theorem 6.4 in [17]). �

4. Some geometry

As we mentioned before, recasting our problem into a linear algebra setting
allows us to bring other tools to bear on the problem. Specifically, in this section
we give a geometric argument, due to David McKinnon (personal communication)
which implies that if a group of exponent p and class two is “nonabelian enough”,
then it will necessarily be capable. Although we have only been able to apply
the argument as-is to a limited number of cases, there is some hope that similar
arguments may hold more generally. It also seems to present a striking example of
why the linear algebra setting may be more amenable to a final solution than the
group-theoretic setting by itself. I have taken much of the explanations that follow
(sometimes verbatim) from personal communications with Prof. McKinnon, and I
am very grateful for his permission to include them here.

For now we suspend the assumption that V and W are the vector spaces defined
in (3.1) and (3.2). We will explicitly state when we reinstate that assumption.
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Definition 4.1. Let V be a vector space of dimension n over a field F , and let
k be an integer, 0 ≤ k ≤ n. The Grassmannian Gr(k, V ) (of Gr(k, n) if the field
is understood from context) is defined to be the set of all k-dimensional subspaces
of V .

For a description of the Grassmannian as a subset of P(
∧k

(V )) and the Plücker
embedding, we direct the reader to Lecture 6 in [11]; the Plücker embedding endows
Gr(k, V ) with the structure of an algebraic variety, so we may do algebraic geometry
on it. Unfortunately, the main property we will exploit from this fact, state in
Proposition 4.2 below, seems to be in that rather awkward situation of being either
well-known or easy to figure out to those who work in algebraic geometry, yet
requiring some technical machinery to prove and not being available anywhere
explicitly for reference. I provide only a rough sketch of how one might go about
proving it.

Proposition 4.2. Let V be any variety (over the field F ), and let f : Gr(k, V ) → V

be a regular map. If char(F ) 6= 2, then f is either constant, or has finite fibers.

Sketch of proof. The proof of Proposition 4.2 proceeds in two steps. First, one
proves that the Picard group of a Grassmannian is infinite cyclic, and then one
uses a standard argument to show that an infinite cyclic Picard group implies finite
fibers for regular maps in any variety. For the first part, one may invoke the
Theorem in pp. 32 of [18] to obtain a description of the homogeneous coordinate
ring of Gr(k, V ) and deduce from it that the Picard group is infinite cyclic, or
else argue by covering Gr(k, V ) with large open affine sets (whose Picard group
are shown to be trivial by examining the corresponding Chow groups) and then
invoking Proposition 6.5 in [12] to show that the Picard group must be a quotient
of the infinite cyclic group. Since Gr(k, V ) is a projective variety, it is known that
the Picard group cannot be torsion, and therefore it must be infinite cyclic. For the
second part, a nonconstant regular map f : Gr(k, V ) → V from the Grassmannian
to an arbitrary variety V induces a map f ∗ : Pic(V) → Pic(Gr(k, V )) given by
f∗(D) = f−1(D). Since Pic(Gr(k, V )) is infinite cyclic, then a generator must be
ample by Theorem 7.6 in [12], and so by Prop. 7.5, also from [12], it follows that
for every very ample D ∈ Pic(V), either f ∗(D) or −f∗(D) is ample. As a special
case of Kleiman’s Criterion (Prop. 1.27(a) in [4]) the support of an ample divisor
intersects every curve in the variety, and the support of f ∗(D) is the same as the
support of −f∗(D). Thus, for every very ample D ∈ Pic(V), the support of f ∗(D)
intersects any curve on Gr(k, V ). Now assume that f : Gr(k, V ) → V is a regular
map which is not constant, and let y be any point in the image of f ; we pick a
very ample divisor D which intersects the image but does not contain y (which
is always possible because f is not constant), and then note that the support of
f∗(D) = f−1(D) is disjoint from f−1(y); so f−1(y) cannot contain any curves, and
so must be 0-dimensional (i.e. a finite union of points). Therefore f has finite
fibers. �

Let ϕ1, . . . , ϕn : V → W be n linear transformations. For every element X ∈
Gr(k, V ), there is a subspace YX of W given by

YX =
〈

ϕ1(X), . . . , ϕn(X)
〉

.
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Fix X , let {v1, . . . ,vk} be a basis for X , and let m = dim(YX ). Then we can
identify YX as a point in Gr(m, W ) by setting it equal to

(4.3)
∑

I

∧

(i,j)∈I

ϕi(vj)

where I ranges over all subsets of {1, . . . , n} × {1, . . . , k} of cardinality m. By
construction, each pure wedge in the sum is a scalar multiple of a unique pure
wedge associated to YX , and at least one of the summands is nonzero; by avoiding
certain degenerate choices of bases for X , we can ensure that the sum itself is
nonzero, and thus yields a nonzero pure wedge which is an element of Gr(m, W ).

Suppose further that there is a neighborhood U of X in Gr(k, V ) (in the Zariski
topology) such that for all X ′ ∈ U , the corresponding subspace YX′ has dimension
m = dim(YX). Then by choosing bases for elements of U in a suitably well-behaved
manner (explicitly, by choosing, near X , a Zariski-local basis of sections of the
tautological bundle on Gr(k, V )), we see that the correspondence X 7→ YX is in
fact a rational map from Gr(k, V ) to Gr(m, W ). That is, X 7→ YX is defined on a
dense open subset of X (in the Zariski topology), and is locally defined by quotients
of polynomials, obtained by expanding the wedge product in the definition above.
If dim(YX ) = m for all X of dimension k, then we can take U = Gr(k, V ), and
hence our rational map is defined everywhere, and is therefore a regular map from
Gr(k, V ) to Gr(m, W ).

Remark 4.4. The discussion above is a bit more general than we will actually need
for the limited cases in which we have been able to apply Theorem 4.5 below. In
those cases, we have that dim(YX ) = nk for all X of a given dimension k, and
therefore, one need only choose a specific basis v1, . . . ,vk of X , and define the
morphism Gr(k, V ) → Gr(nk, W ) by mapping v1 ∧ · · · ∧ vk to

ϕ1(v1) ∧ · · · ∧ ϕ1(vk) ∧ ϕ2(v1) ∧ ϕ2(v2) ∧ · · · ∧ ϕn(vk) ∈ Gr(nk, W ).

Since each component of this wedge is determined by a linear transformation, this
will be a regular map.

With these notions in hand, we now return to the situation we have associated
to the group theoretic setting. Once again, we assume that V and W are defined
by (3.1) and (3.2), respectively.

Theorem 4.5 (David McKinnon [16]). Let n ≥ 2, and let V , W , and ϕ1, . . . , ϕn

be as in (3.1)–(3.3). Let V = V ⊗Fp
Fp and W = W ⊗Fp

Fp, where Fp is the

algebraic closure of Fp. Extend ϕi to maps from V to W in the obvious way. Let

k, m be integers, 0 < k < dim(V ), 0 < m < dim(W ). If YX ∈ Gr(m, W ) whenever
X ∈ Gr(k, V ), then X = ZX for all X ∈ Gr(k, V ).

Proof. By using the correspondence sketched above, since every subspace X of V
of dimension k corresponds to a subspace of W of dimension m, we can define a
regular map from Gr(k, V ) to Gr(m, W ).

Since our map is clearly not constant, it must have finite fibers by Proposition 4.2.
We claim that in fact it is one-to-one. For, assume to the contrary, that there
are two distinct subspaces X1, X2 of V , both of dimension k, such that Y1 = Y2

in W . Then for every subspace X ′ contained in 〈X1, X2〉, we will necessarily have
that ϕr(X

′) ⊂ Y1. In particular, for any subspace X ′ contained in 〈X1, X2〉, if
dim(X ′) = k then YX′ = Y1. However, there are infinitely many such X ′, which
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would mean that Y1 has an infinite fiber. As this is impossible, we conclude that
the map Gr(k, V ) → Gr(m, W ) is one-to-one. Therefore, the corresponding map
Gr(k, V ) → Gr(m, W ) is also one-to-one.

Let X be a subspace of V of dimension k, and consider ZX , defined as in (3.5).
If X ′ is any subspace of dimension k contained in ZX , then YX′ = YX . Since the
correspondence from Gr(k, V ) to Gr(m, W ) is one-to-one, there can be only one
subspace of dimension k contained in ZX . Therefore, X = ZX , as claimed. �

When do we have the condition given in Theorem 4.5? The following result gives
a partial answer to that question (and, unfortunately, it is “seldom”):

Proposition 4.6. Let n > 2, and let V and W be as in Theorem 4.5. Let X be a
subspace of V .

(i) If dim(X) = 1, then dim(YX ) = n.
(ii) If dim(X) = 2, then dim(YX ) = 2n.
(iii) If 2 < k < n, then there exist subspaces X1 and X2 of V (in fact, subspaces

that correspond to subspaces of V ), with dim(X1) = dim(X2) = k, but
dim(Y1) 6= dim(Y2).

Proof. For (iii), let

X1 = 〈v21, . . . , v(k+1)1〉
X2 = 〈v21, v31, v32, v51, . . . , v(k+1)1〉.

Then it is easy to verify that:

Y1 = 〈wr1s | 1 ≤ s ≤ n, 2 ≤ r ≤ (k + 1)〉
Y2 = 〈wr1s, w32u | 1 ≤ s ≤ n, r = 2, 3, 5, . . . , (k + 1), 2 ≤ u ≤ n〉.

so dim(Y1) = kn and dim(Y2) = kn − 1.
For (i), assume that X = 〈v〉, v 6= 0. If the dimension is not equal to n, then

the set {ϕ1(v), . . . , ϕn(v)} is linearly dependent. Let i0 be the first index such that
ϕi0(v) is a linear combination of the previous vectors. Note that i0 > 1.

Let (r, s) be a nonzero coordinate of v. Neither r nor s can equal i0, because
only ϕi0(v) would have a nonzero coordinate indexed by a triple that includes two
i0’s.

If s < i0 < r, then ϕi0 (v) has nonzero (r, s, i0) coordinate. Since the only other
way to get a vector with nonzero (r, s, i0) coordinate is by applying ϕs to a vector
with nonzero (r, i0) coordinate, then v must have nonzero (r, i0) coordinate; but
we have already noted this is impossible.

If i0 < s < r, then ϕi0(v) has nonzero (r, i0, s) and (s, i0, r) coordinates; so to
express it as a linear combination of other images of v, we must be using the image
under ϕr. Since r > i0, this is impossible by choice of i0.

Thus, we conclude that r < i0, in which case ϕi0 (v) involves a nonzero (r, s, i0)
coordinate. As above, that means that ϕs(v) must have nonzero (r, s, i0) coordi-
nate, which means that v has nonzero (i0, r) coordinate. But this is impossible as
well, as we already noted. Therefore, YX must be of dimension n when dim(X) = 1,
as claimed.

For (ii), we proceed as above. Let X = 〈v1,v2〉, of dimension 2. Assume that
the set

{ϕ1(v1), ϕ1(v2), ϕ2(v1), ϕ2(v2), . . . , ϕn(v1), ϕn(v2)}
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is linearly dependent. By exchanging v1 and v2, and replacing v1 with a linear
combination of v1 and v2 if necessary, we may assume that the first vector in the
set which is a linear combination of the previous ones is ϕi0 (v1) for some i0 > 1.

Let (r, s) be a nonzero coordinate of v1. As above, neither r nor s may equal
i0. If s < i0 < r, then we must have that either v1 or v2 have nonzero (r, i0)
coordinate, and it cannot be v1; so it must be v2. Then ϕs(v2) must be used in
expressing ϕi0(v1) as a linear combination of previous elements of the set, but this
vector has nonzero (i0, s, r) coordinate as well. To cancel that coordinate (which
we must, since ϕi0(v1) has zero (i0, s, r) coordinate), we must be using the image
of a vector under ϕr, but this is impossible by choice of i0. So we cannot have
s < i0 < r. A similar argument shows that we cannot have i0 < s < r either, so we
must have s < r < i0.

Then ϕi0 (v1) has nonzero (r, s, i0) coordinate. To obtain that, we must be using
the image under ϕs of vector with nonzero (i0, r) coordinate; that vector cannot
be v1, so it is v2 that has a nonzero (i0, r) coordinate. Since ϕs(v2) has nonzero
(i0, s, r) coordinate as well, and ϕi0 (v1) does not, we must also be using the image
under ϕr of a vector with nonzero (i0, s) coordinate; once again, this cannot be v1,
so it is v2 which has a nonzero (i0, s) coordinate as well. But then ϕs(v2) has a
nonzero (i0, s, s) coordinate, which is not the case for ϕi0(v1) and which cannot
be cancelled with any other available vector. This is a contradiction. Thus we
conclude that dim(YX ) = 2n when dim(X) = 2. �

Corollary 4.7. Let G be a finite nonabelian nilpotent group of class 2 and expo-
nent p an odd prime, minimally generated by x1, . . . , xn, n ≥ 2. If

dimFp

(

[G, G]
)

≥
(

n

2

)

− 2

then G is capable.

Proof. Since #[G, G] = p(n

2)/#N , the condition guarantees that #N ≤ p2, so if
X corresponds to G, then dim(X) ≤ 2. The result now follows from Theorem 4.5,
Proposition 4.6, and the trivial case of X = {0}. �

Remark 4.8. Although Proposition 4.6 shows that the applicability of Theorem 4.5,
as is, is limited, it may be possible to use similar ideas to obtain other results. It
seems likely that “most” subspaces X will have dim(YX ) equal to a fixed number,
except for some degenerate exceptions where the dimension is smaller. If a map
could be defined from a sufficiently nice subvariety of Gr(k, V ), the conclusion may
still follow.

5. Some consequences

In this section, we will use the linear algebra setting to prove several results
regarding the capability of groups of class 2 and exponent p. It will be clear that
many of the results could be proven by appealing directly to the normal forms in
the groups in question, without having to refer to linear algebra, but at least the
author found that the linear algebra setting was usually easier to think about.

We start with an example of how we can use the result to prove that a given
group is not capable, and which also illustrates how to set up the linear algebra
problem given a specific group.
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Example 5.1. A group of class two and exponent p, which is not capable.
Let G be the semidirect product of two elementary abelian p-groups, that is

G = 〈x1, x2, c〉 o 〈x3, x4〉, satisfying xx3

1 = x1c, xx3

2 = x2c, xx4

1 = xc
1, xx4

2 = x2,
cx3 = c, and cx4 = c. This is an extra-special group of order p5; it is mentioned
in Section 8 of [17], where the fact that it is not capable is deduced by invoking
a theorem of Beyl, Felgner, and Schmid in [3]. We prove that fact here using our
set-up.

The group is minimally generated by x1, x2, x3, and x4, and the defining relations
(in addition to xp = 1 for each element) may be written as c = [x1, x3] = [x2, x3] =
[x1, x4] and

[x2, x1] = [x4, x3] = [x4, x2] = [x1, c] = [x2, c] = [x3, c] = [x4, c] = 1.

Let V and W be the vector spaces defined in (3.1) and (3.2), corresponding to
n = 4. The subspace X corresponding to G will be

X =
〈

v21, v43, v42, v31 − v32, v31 − v41

〉

.

For example, the fact that v21 ∈ X corresponds to the fact that [x2, x1] is trivia;
v31 − v32 ∈ X means that [x3, x1][x3, x2]

−1 is trivial, i.e., that [x3, x1] = [x3, x2],
etc.

Since dim(V ) =
(

4
2

)

= 6 and dim(X) = 5, X 6= ZX if and only if ZX = V . To
prove the latter, it is enough to show that v41 ∈ ZX .

We need to show that each of w411, w412, w413, and w414 are in

YX =
〈

ϕ1(X), ϕ2(X), ϕ3(X), ϕ4(X)
〉

.

Indeed:

w411 = ϕ1

(

v42 + (v31 − v32) − (v31 − v41)
)

+ϕ2

(

v31 − v41

)

− ϕ3

(

v21

)

+ ϕ4

(

v21

)

.

w412 = ϕ1

(

v42

)

+ ϕ4

(

v21

)

.

w413 = ϕ1

(

v43

)

− ϕ2

(

v43

)

+ ϕ3

(

v42

)

+ ϕ4

(

v31 − v32

)

.

w414 = ϕ3

(

v42

)

− ϕ2

(

v43

)

+ ϕ4

(

(v31 − v32) − (v31 − v41)
)

.

Therefore, G is not capable. �

We will state most of our results as lemmas about the linear algebra situation,
and deduce the corresponding conclusions for groups of class two and exponent p
as theorems. Since some of our lemmas will appear contrived without the benefit
of knowing the group theory result we are after, we will usually state the theorem
first, and then the corresponding lemma about linear algebra.

A theorem of G. Ellis. The original impetus behind this work was my desire to
obtain an alternative proof of the following result:

Theorem 5.2 (G. Ellis, Proposition 9 of [5]). Let G be a finitely generated group of
nilpotency class exactly two and of prime exponent. Let {x1, . . . , xk} be a subset of G
corresponding to a basis of the vector space G/Z(G), and suppose that those non-
trivial commutators of the form [xj , xi], 1 ≤ i < j ≤ k are distinct and constitute a
basis for the vector space [G, G]. Then G is capable.
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Proof. Let xk+1, . . . , xn be elements of Z(G) that, together with x1, . . . , xk, con-
stitute a minimal generating set of G. The conditions given in the statement of
the theorem imply that the subspace X of V corresponding to G will have a basis
consisting of a subset of the standard basis of V ; therefore, Ellis’s Theorem will
follow from Lemma 5.3 below. �

Lemma 5.3. Let n > 1, and let V , W , ϕ1, . . . , ϕn be given as in (3.1)–(3.3). If X
has a basis consisting of a subset of {vji | 1 ≤ i < j ≤ n} (that is, X is a “coordinate
subspace” of V ), then ZX = X.

Proof. Assume that X has a basis consisting of a subset S ⊂ {vji | 1 ≤ i < j ≤ n}.
If vrs /∈ S, then all vectors in X have zero (r, s) coordinate, and therefore by
Lemma 3.9, so do all vectors in ZX . This means that ZX ⊂ 〈S〉 = X , giving
equality. �

Capability of coproducts. Recall that we define the 2-nilpotent product of two
N2 groups (not necessarily cyclic) A and B as

A qN2 B = (A ∗ B)/(A ∗ B)2,

where A ∗ B is their free product. A theorem of T. MacHenry in [15] shows that
any element of A qN2 B can be written uniquely as abc, where a ∈ A, b ∈ B, and
c ∈ [B, A], the ‘cartesian’, and that the cartesian is isomorphic to Bab ⊗ Aab, via
the map sending [b, a] to b ⊗ a.

Lemma 5.4. Let G be a finite nontrivial group of class two and exponent p, p an
odd prime, and let Cp be the cyclic group of order p. Then G qN2 Cp is capable.

Proof. The result follows from Theorem 3.11 if G is cyclic, so assume that G is
minimally generated by g1, . . . , gn, n > 1, and denote the generator of Cp by xn+1.
Let Vn be the vector space of dimension

(

n
2

)

with basis vji, 1 ≤ i < j ≤ n, and
let Vn+1 be the larger vector space that also includes the basis vectors v(n+1)k,
1 ≤ k ≤ n. Identify Vn with the obvious subspace of Vn+1. If X is the subspace
of Vn corresponding to G, then X is also the subspace of Vn+1 corresponding to
G qN2 Cp. This subspace does not contain any vectors with a nonzero (n + 1, k)
coordinate, 1 ≤ k ≤ n. The result will now follow from Lemma 5.5 below. �

Lemma 5.5. Let n > 1, let V , W , ϕ1, . . . , ϕn be as in (3.1)–(3.3), and let X be a
subspace of V . Suppose that there exists j, 1 ≤ j ≤ n, such that for all v ∈ X and
all i, 1 ≤ i ≤ n, i 6= j, v has zero (i, j) or zero (j, i) coordinate (whichever makes
sense). Then X = ZX .

Proof. We claim that

ϕj(V ) ∩
〈

ϕ1(X), . . . , ϕj−1(X), ϕj+1(X), . . . , ϕn(X)
〉

=
{

0
}

.

Indeed, every nonzero coordinate of a vector in ϕj(V ) has at least one index (either
the second or the third) equal to j. But no vector in any of ϕi(X), i 6= j, has a
nonzero coordinate involving a j (in any position). Thus, neither do any of their
linear combinations. This means that ϕ−1

j (YX ) = X (since ϕj is injective), and
therefore that ZX = X . �

In fact, we can strengthen this result considerably:
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Theorem 5.6. Let G and H be any two nontrivial finite groups of class at most
two and exponent p, p an odd prime. Then G qN2H is capable.

Proof. If either G or H are cyclic then the result follows from Lemma 5.4. If
they are both noncyclic, let G be minimally generated by g1, . . . , ga, a > 1, and
let H be minimally generated by ha+1, . . . , ha+b, b > 1. Let X1 be the subspace of
〈vji | 1 ≤ i < j ≤ a〉 corresponding to G under the obvious identification, and let X2

be the subspace of 〈vji | a + 1 ≤ i < j ≤ a + b〉 corresponding to H . Then X1 ⊕X2

is the subspace of V = 〈vji | 1 ≤ i < j ≤ a + b〉 that corresponds to G qN2 H . The
result will follow from Lemma 5.7 below. �

We will need some notation prior to stating Lemma 5.7. Let a, b > 1. Let V , W ,
and ϕ1, . . . , ϕn be as in (3.1)–(3.3), corresponding to n = a+b. We decompose V as
V = Vs⊕Vm⊕V`, where Vs is generated by the vectors vji, 1 ≤ i < j ≤ a (the “small
index” vectors); V` is generated by the vectors vji, a+1 ≤ i < j ≤ a+ b (the “large
index” vectors); and Vm is generated by the vectors vji with 1 ≤ i ≤ a < j ≤ b (the
“mixed index” vectors). For any vector v ∈ V , we write

v = vs + vm + v`,

where vs ∈ Vs, vm ∈ Vm, and v` ∈ V`. The idea here is that the vectors in
the “small index” part of V will correspond to the relations defining G, while the
vectors in the “large index” part of V will correspond to relations defining H .

Similarly, we decompose W as W = Ws ⊕ Wm1
⊕ Wm2

⊕ W`; Ws is generated
by the basis vectors which have all three indices smaller than or equal to a; Wm1

by the basis vectors which have exactly two indices smaller than or equal to a, one
larger than a; Wm2

by the basis vectors which have exactly one index smaller than
or equal to a, and two larger than a; and W` by the basis vectors in which all three
indices are larger than a. As above, we can decompose any vector w ∈ W as

w = ws + wm1
+ wm2

+ w`,

with ws ∈ Ws, etc.

Lemma 5.7. Notation as in the previous paragraphs. Let X1 be a subspace of Vs,
X2 a subspace of V`. If X = X1 ⊕ X2, then X = ZX .

Proof. We prove this as a series of claims. Let w ∈ W , w = ws +wm1
+wm2

+w`.
CLAIM 1: w ∈ YX if and only if each of ws, wm1

, wm2
, and w` are in YX .

Indeed, note that v ∈ X if and only if vs ∈ X1, v` ∈ X2, and vm = 0. Since
ϕi(X1) ⊂ Ws, ϕi(X2) ⊂ Wm2

for 1 ≤ i ≤ a; and ϕj(X1) ⊂ Wm1
, ϕj(X2) ⊂ W` if

a + 1 ≤ j ≤ a + b, the claim follows.
CLAIM 2: v ∈ ZX if and only if vs,v` ∈ ZX and vm = 0.
For, let v ∈ ϕ−1

i (YX ) for some fixed i, 1 ≤ i ≤ a + b. Then w = ϕi(v) ∈ YX ,
so each of ws, wm1

, wm2
, and w` are in YX . If i ≤ a, we have that ws = ϕi(vs),

wm1
= ϕi(vm), wm2

= ϕi(v`), and w` = 0. On the other hand, if a < i ≤ a + b,
then ws = 0, wm1

= ϕi(vs), wm2
= ϕi(vm), and w` = ϕi(v`). In either case, we

see that each of vs, vm, and v` lie in ϕ−1
i (YX ). This proves that v ∈ ZX if and

only if each of vs, v`, and vm are in ZX . Since all vectors in X have zero (j, i)
coordinate for all 1 ≤ i ≤ a < j ≤ a + b, so do all vectors in ZX by Lemma 3.9,
which gives the condition vm = 0.

CLAIM 3: For each i, a + 1 ≤ i ≤ a + b,

ϕi(Vs) ∩
〈

ϕa+1(X1), . . . , ϕi−1(X1), ϕi+1(X1), . . . , ϕa+b(X1)
〉

=
{

0
}

.
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Indeed, for any j, a+1 ≤ j ≤ a+b, the nonzero coordinates in any vector of ϕj(Vs)
have last index equal to j. Thus none of the nonzero coordinates of the vectors in
the span of the ϕj(X1), a + 1 ≤ j ≤ a + b, j 6= i, have a nonzero coordinate with
last index equal to i, and hence cannot lie in ϕi(Vs).

CLAIM 4: ZX ∩ Vs = X1.
Let vs ∈ ZX ∩ Vs. Then

vs ∈
a+b
⋂

i=a+1

ϕ−1
i (YX ).

and thus,

vs ∈
a+b
⋂

i=a+1

ϕ−1
i (YX ∩ Wm1

).

But YX ∩ Wm1
= 〈ϕa+1(X1), . . . , ϕa+b(X1)〉, and from Claim 3 it follows that

ϕ−1
i

(〈

ϕa+1(X1), . . . , ϕb+1(X1)
〉)

= X1; i = a + 1, . . . , a + b.

Therefore, vs ∈ X1, as claimed.
CLAIM 5: For each i, 1 ≤ i ≤ a,

ϕi(V`) ∩
〈

ϕ1(X2), . . . , ϕi−1(X2), ϕi+1(X2), . . . , ϕa(X2)
〉

=
{

0
}

.

This is analogous to Claim 3: the nonzero coordinates in any vector in ϕj(V`),
1 ≤ j ≤ a, have middle index equal to j. So none of the nonzero vectors in the
span of the ϕj(X2), 1 ≤ j ≤ a, j 6= i may lie in ϕi(V`).

CLAIM 6: ZX ∩ V` = X2.
This follows from Claim 5 in the same way that Claim 4 follows from Claim 3.
CLAIM 7: ZX = X1 ⊕ X2 = X .
From Claims 2, 4, and 6 we have that ZX = (ZX∩Vs)⊕(ZX∩V`) = X1⊕X2 = X ,

as claimed. This proves the lemma. �

Reducing to a special case. A more interesting result is the following:

Theorem 5.8. Let G be a finite noncyclic nilpotent group of class two and expo-
nent p, p an odd prime; let Cp be the cyclic group of order p. Then

G is capable ⇐⇒ G ⊕ Cp is capable.

Proof. Let G be minimally generated by n elements g1, . . . , gn, n > 1. We think
of Cp as generated by xn+1. Let V, W be the spaces corresponding to n + 1, and
let X1 be the subspace of V1 = 〈vji | 1 ≤ i < j ≤ n〉 that corresponds to G. The
subspace that corresponds to G ⊕ Cp is X1 ⊕ 〈v(n+1)i | 1 ≤ i ≤ n〉. The statement
that G is capable is the statement that X1 = Z1 (where we work only with V1 and
ϕ1, . . . , ϕn), and the statement that G ⊕ Cp is capable is equivalent to saying that
X = ZX (this time working with V and ϕ1, . . . , ϕn+1). Therefore, the theorem will
follow from Lemma 5.9 below. �

Lemma 5.9. Let n > 1, and let V , W , ϕ1, . . . , ϕn+1 be as in (3.1)–(3.3), corre-
sponding to n + 1. Let

V1 =
〈

vji

∣

∣ 1 ≤ i < j ≤ n
〉

,

W1 =
〈

wjik

∣

∣ 1 ≤ i < j ≤ n, i ≤ k ≤ n
〉

.
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Let X1 be a subspace of V1, and let

Y1 =
〈

ϕ1(X1), . . . , ϕn(X1)
〉

Z1 =

n
⋂

i=1

ϕ−1
i (Y1).

Let X be the subspace of V given by

X = X1 ⊕
〈

v(n+1)i | 1 ≤ i ≤ n
〉

,

and let YX and ZX be given by

YX =
〈

ϕ1(X), . . . , ϕn(X), ϕn+1(X)
〉

ZX =
n+1
⋂

i=1

ϕ−1
i (YX ).

Then X1 = Z1 if and only if X = Z.

Proof. For simplicitly, let X2 = 〈v(n1)i | 1 ≤ i ≤ n〉.
Note that all vectors w(n+1)ij and wji(n+1), with 1 ≤ i < j ≤ n + 1 are in YX .

For w(n+1)ij is the image under ϕj of v(n+1)i; and the image under ϕi of v(n+1)j

is w(n+1)ij − wji(n+1); the first summand is already in YX , hence so is the second

summand. This means that V1 ⊂ ϕ−1
n+1(YX), since vji = ϕ−1

n+1(wji(n+1)). Since all

vectors v(n+1)i are in X , we conclude that in fact V = ϕ−1
n+1(YX); (in terms of the

group-theoretic setting, all we are saying is that since every generator commutes
with xn+1, every commutator does as well). We have:

YX =
〈

ϕ1(X), . . . , ϕn+1(X)
〉

=
〈

ϕ1(X1), . . . , ϕn(X1), ϕ1(X2), . . . , ϕn(X2), ϕn+1(X)
〉

=
〈

Y1, ϕ1(X2), . . . , ϕn(X2), ϕn+1(X)
〉

= Y1 ⊕
〈

w(n+1)ij , wji(n+1)

∣

∣ 1 ≤ i < j ≤ n + 1
〉

.

We claim that ZX = Z1 ⊕X2. From this claim, ZX = X ⇐⇒ Z1 = X1 will follow.
Trivially, ZX contains X2. To show it contains Z1, note that if v ∈ Z1, then we

just need to show that v ∈ ϕ−1
n+1(YX); this inverse image is all of V1, so Z1 ⊂ ZX

as claimed. Conversely, let v ∈ ZX . We want to show that it is in Z1 ⊕ X2. By
adding the necessary multiples of v(n+1)j we may assume that v ∈ V1. Therefore,
ϕi(v) is in YX ∩ W1 = Y1 for i = 1, 2, . . . , n, which implies that v ∈ Z1. Thus,
Zx = Z1 ⊕ X2, and this proves the lemma. �

The interest of Theorem 5.8 is that it allows us to reduce the problem of capa-
bility to a special case that has been considered often in the past. We do this in
the following two results:

Lemma 5.10. Let G be a finite nilpotent group of class two and exponent p, with
p an odd prime. Then G may be written as G = K ⊕ Cr

p , where K satisfies
Z(K) = [K, K] = [G, G], r = dimFp

(Z(G)/[G, G]), and Cp is the cyclic group of
order p.

Proof. Let z1, . . . , zr ∈ Z(G) be elements that project onto a basis of the vector
space Z(G)/[G, G]. Let g1, . . . , gn be elements of G whose projection extends the
images of z1, . . . , zr to a basis of G/[G, G]. Let K = 〈g1, . . . , gn〉. It is well known
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that a set of elements of a nilpotent group that generates the abelianization must
also generate the group, so G is generated by z1, . . . , zr, g1, . . . , gn.

We have that Z(G) = 〈z1, . . . , zr〉 ⊕ [G, G], and that 〈z1, . . . , zr〉 is a direct
summand of G. By construction, we also have [K, K] = [G, G], so

G = K ⊕ 〈z1, . . . , zr〉 ∼= K ⊕ Cr
p .

Since K is cocentral in G, Z(K) = Z(G) ∩ K, and therefore, any element which
is central in K must be a commutator in G, by choice of z1, . . . , zr. That is,
Z(K) = [G, G] = [K, K], which proves the lemma. �

The following result is now immediate:

Theorem 5.11. Let G be a noncyclic finite nilpotent group of class two and expo-
nent p, p an odd prime. Write as G = K⊕Cr

p , where Cp is cyclic of order p, r ≥ 0,
and K satisfies Z(K) = [K, K]. Then G is capable if and only if K is capable. �

One reason why Theorem 5.11 is interesting is that the condition Z(K) = [K, K]
is fairly strong, and has been used in the past in the study of capability for nilpotent
groups of class 2 and exponent p; for example, Theorem 1 in [13]. It also means that
we may discard certain subspaces from consideration in the linear algebra setting:
any subspace that corresponds to a group in which Z(G) 6= [G, G] may be ignored.
Any subspace X that contains all vectors vkj and vji, for a fixed j and 1 ≤ j ≤ n,
i < j < k, for instance.

Corollary 5.12. The capability of finite groups of class two and odd prime expo-
nent p is completely determined by the capability of finite groups G of class two and
exponent p which satisfy the condition Z(G) = [G, G], plus the observation that a
nontrivial abelian group of exponent p is capable if and only if it is not cyclic.

Combining Corollary 4.7 with Theorem 5.11 yields:

Theorem 5.13. Let G be a finite noncyclic group of class two and exponent p, and
let k = dimFp

(G/Z(G)). If

dimFp

(

[G, G]
)

≥
(

k

2

)

− 2

then G is capable.

Proof. We may write G = K ⊕Cr
p , where r = dimFp

(Z(G)/[G, G]), and K satisfies
Z(K) = [K, K] = [G, G]. Then G is capable if and only if K is capable, and we
apply Corollary 4.7 to K, noting that dimFp

(Kab) = dimFp
(G/Z(G)) = k. �

This is strong enough to settle the 3-generated case:

Theorem 5.14. Let G be a 3-generated group of class 2 and exponent p. Then G
is either cyclic or capable.

Proof. Let G be a non-cyclic 3-generated group of class 2 and exponent p, and let
k = dimFp

(G/Z(G)). Then we must have k = 0, 2, or 3; since dimFp
([G, G]) = 0

if and only if k = 0, it follows that dimFp
([G, G]) ≥

(

k
2

)

− 2 in all cases, so G is
capable. �

Note that we already have an example of a minimally 4-generated nilpotent
group of class 2 and exponent p which is not capable.
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6. Final comments

The condition Z(G) = [G, G] was used By Heineken and Nikolova to give an
upper bound for the rank of Gab in terms of the rank of Z(G) for a capable group
G satisfying the condition. Their result, Theorem 1 in [13], is that if G satisfies
Z(G) = [G, G], and G is capable, then when the rank of Z(G) is k, the rank

of Gab is at most 2k +
(

k
2

)

. Using Theorem 5.11, we can drop the hypothesis

Z(G) = [G, G], provided we replace rank(Z(G)) with rank([G, G]), and rank(Gab)
with rank(G/Z(G)). Turning the theorem “upside down” to give a lower bound on
the rank of [G, G] from the rank of G/Z(G), we have that if G is a capable finite
nilpotent group of class at most 2 and exponent an odd prime p, then

dimFp
([G, G]) ≥

⌈−3 +
√

9 + 8n

2

⌉

.

where n = dimFp
(G/Z(G)).

In view of these results, and particularly of Theorem 5.6, it seems that capa-
bility for groups of class exactly two depends mainly on there not being too many
relations among the commutators (that is, the subspace X not being “too big”; or
equivalently, the commutator subgroup being “big enough”).

Aknowledgments

It is my very great pleasure to thank David McKinnon for providing most of
the geometry in Section 4, and specifically Theorem 4.5 and the details behind my
sketchy paraphrase of the second half of the proof of Proposition 4.2. The first part
of that sketch comes from details provided by N.I. Shepherd-Barron and by Mike
Roth, and their help is very much appreciated.

References

[1] Michael R. Bacon and Luise-Charlotte Kappe, On capable p-groups of nilpotency class two,
Illinois J. Math. 47 (2003), 49–62.

[2] Reinhold Baer, Groups with preassigned central and central quotient group, Transactions of
the AMS 44 (1938), 387–412.

[3] F. Rudolf Beyl, Ulrich Felgner, and Peter Schmid, On groups occurring as central factor
groups, J. Algebra 61 (1979), 161–177. MR 81i:20034

[4] Olivier Debarre, Higher-dimensional algebraic geometry , Universitext, Springer-Verlag, 2001.
MR 2002g:14001

[5] Graham Ellis, On the capability of groups, Proc. Edinburgh Math. Soc. (1998), 487–495. MR
2000e:20053

[6] O. N. Golovin, Metabelian products of groups, Amer. Math. Soc. Transl. Ser. 2 2 (1956),
117–131. MR 17:824b

[7] , Nilpotent products of groups, Amer. Math. Soc. Transl. Ser. 2 (1956), 89–115. MR
17:824a

[8] M. Hall, The theory of groups, Mac Millan Company, 1959. MR 21:1996
[9] M. Hall and J.K. Senior, The groups of order 2n (n ≤ 6), MacMillan and Company, 1964.

MR 29:#5889
[10] P. Hall, The classification of prime-power groups, J. Reine Angew. Math 182 (1940), 130–

141. MR 2,211b
[11] Joe Harris, Algebraic Geometry: A first course, GTM, vol. 133, Springer-Verlag, 1992. MR

93j:14001
[12] Robin Hartshorne, Algebraic Geometry , GTM, vol. 52, Springer-Verlag, 1977. MR 57:#3116
[13] Hermann Heineken and Daniela Nikolova, Class two nilpotent capable groups, Bull. Austral.

Math. Soc. 54 (1996), 347–352. MR 97m:20043



CAPABLE GROUPS OF PRIME EXPONENT AND CLASS TWO 19

[14] I. M. Isaacs, Derived subgroups and centers of capable groups, Proc. Amer. Math. Soc. 129

(2001), 2853–2859. MR 2002c:20035
[15] T. MacHenry, The tensor product and the 2nd nilpotent product of groups, Math. Z. 73

(1960), 134–145. MR 22:11027a
[16] David McKinnon, Personal communication.
[17] Arturo Magidin, Capability of nilpotent products of cyclic groups, arXiv:math.GR/0403188,

Submitted.
[18] David Mumford, Lectures on curves on an algebraic surface, Annals of Mathematics Studies,

Princeton University Press, 1966. MR 35:#187
[19] Ruth Rebekka Struik, On nilpotent products of cyclic groups, Canad. J. Math. 12 (1960),

447–462. MR 22:#11028

Dept. of Mathematical Sciences, The University of Montana, Missoula MT 59812

E-mail address: magidin@member.ams.org


